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#### Abstract

This report describes trade-offs in the design of international governance arrangements for civilian artificial intelligence (AI) and presents one approach in detail. This approach represents the extension of a standards, licensing, and liability regime to the global level. We propose that states establish an International AI Organization (IAIO) to certify state jurisdictions (not firms or AI projects) for compliance with international oversight standards. States can give force to these international standards by adopting regulations prohibiting the import of goods whose supply chains embody AI from non-IAIO-certified jurisdictions. This borrows attributes from models of existing international organizations, such as the International Civil Aviation Organization (ICAO), the International Maritime Organization (IMO), and the Financial Action Task Force (FATF). States can also adopt multilateral controls on the export of AI product inputs, such as specialized hardware, to non-certified jurisdictions. Indeed, both the import and export standards could be required for certification. As international actors reach consensus on risks of and minimum standards for advanced AI, a jurisdictional certification regime could mitigate a broad range of potential harms, including threats to public safety.
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## Executive Summary

## AI Risks Require International Governance

As automated systems of unprecedented capabilities are developed and deployed, society faces an extraordinary governance challenge, with new risks ranging from algorithmic bias to threats to public safety. Domestic regulation is being developed in states with leading AI capabilities, but domestic regulation is not sufficient.

The AI industry is deeply international, with supply and product networks spanning many states. While research efforts in a few states are at the forefront, technological understanding of the essential elements of creating frontier systems is becoming more widely dispersed. Though specialized AI-chip supply chains are highly concentrated, access to computing resources is also dispersed. The relatively low computing requirements for using current systems-as opposed to building them-mean that even the most advanced systems can be used by many firms and states around the world that gain access to the trained models. The evolving geographic distribution of AI capabilities is thus uncertain, with global inequities in need of correction, but it is likely that actors in many states will gain access to capabilities sufficient to pose risks of societal harms.

The potential harms of AI can also cross state borders. Many AI models are accessible online via either API access or an open-source version, which contributes to an immediate global impact. In the future, proprietary systems might be copied against the wishes of their creators. Biological and chemical agents designed by AI technologies could be released far from where they are designed. AI-enabled propaganda or spear phishing campaigns can target people in any country. Competition among firms and states can pressure them into taking greater risks with the technology. These risks and interactions may culminate in catastrophic risks. Indeed, dozens of leading AI scientists have signed a statement that "mitigating the risk of extinction from AI should be a global priority". ${ }^{1}$

Thus, international governance of AI is a global problem in which all have a stake, but presently not all have meaningful representation and input. Regulating AI on a country-by-country basis will likely lead to inadequate regulation in some jurisdictions and fragmented and disjointed regulation in others, hampering needed international collaboration on AI safety and global development. Taking into account the particular characteristics of the AI industry, this report describes trade-offs in the design of international governance of AI and presents one approach to civilian $A I^{2}$ governance in detail. We focus on regulating frontier $A I$, though the approach could be applied more broadly. We define frontier AI as models "trained on broad data at

[^0]scale in order to be generally useful across tasks" (i.e. "foundation models") with capabilities sufficient to pose risks to public safety. ${ }^{3}$

## Civilian Frontier AI Governance Is Urgently Needed and Feasible

With most frontier AI development occurring in the private sector, regulating civilian AI is a policy priority, and we expect the serious risks from AI to arise initially in that domain. The international civilian governance problem is urgent because some of the risks described above are present already, and system capabilities and their associated risks are expected to grow rapidly as systems scale and algorithms improve due to large investments in the sector. Military arms control is also desirable, but progress there will be relatively slow and challenging. By contrast, existing models of international civilian regulation appear applicable to civilian frontier AI and compatible with states' interests. Moreover, efforts to govern these different domains can be synergistic, since civilian AI governance can provide a useful testing ground for processes and mechanisms that might eventually be used for governing militaries.

## A Proposal for an International Governance System for Civilian AI

We propose a set of international institutions that allow for civilian AI regulations to be consistently applied across jurisdictions-when sufficient international consensus exists on minimum regulatory standards. States can coordinate to create an International AI Organization (IAIO) to certify state jurisdictions for compliance with international oversight standards. States can give force to these international standards by adopting regulations prohibiting the import of goods whose supply chains integrate AI from non-IAIO-certified jurisdictions. Further weight can be given to these standards if states adopt controls on the export of AI product inputs, such as specialized chips, to non-certified jurisdictions. This approach borrows attributes from the pattern of existing international organizations, such as the International Civil Aviation Organization (ICAO), the International Maritime Organization (IMO), and the Financial Action Task Force (FATF).

## Incentives for Participation

The proposed structure benefits all states, including both technology leaders and developing states. All states can protect themselves from the harms of AI while retaining access to an international market with consistent regulations. States with cutting-edge AI industries can design their regulatory agencies to minimize proliferation of industry secrets. Developing states can participate at low cost, especially if the IAIO provides direct firm-monitoring capacity as a service to states that want it-thus allowing all states to benefit from the pooling of monitoring capacity. The IAIO or a separate organization should also be tasked with the international sharing of safe AI technologies and facilitating broad access to the benefits of the technology.

[^1]
## Enforcement and Robustness

Enforcement of the regime would be via conditional market access: requiring certification in order to freely trade AI precursors and products. Concretely, this enforcement would be enacted via domestic laws in each participating state. One option to increase the strength of enforcement is to require-after some lead time-that states embed enforcement provisions in their laws as a condition of IAIO certification. Such a mechanism reverses the typical collective-action problem of international enforcement, since collective action would be required if states wanted to avoid enforcing the regime. The threat of being cut off from AI markets in participating states provides all states with an incentive to join the regime and stay in compliance.


Note: Green indicates that the model fulfills this function; red indicates that it does not. Yellow means that there is some ambiguity; for instance, the IAEA only refers violations to the Security Council which then potentially takes action, a process that could be counted as enforcement. Similarly, tracking of key AI inputs could be part of the IAIO model but is optional. In the case of CERN, despite its civilian focus, the research could be classified as dual-use to a degree. These institutions were chosen for comparison because they represent commonly discussed models for international AI governance. ${ }^{4}$ The IAIO is based on the ICAO, IMO, and FATF models, and thus these are not listed because they share similar characteristics.

Table 1: Features of institutional analogies for AI governance models.

## Contrast to Other Approaches to International AI Governance

We highlight one approach to an international regime for civilian AI standard setting, monitoring, and enforcement, but other approaches to international governance should also be considered. Table 1 summarizes some of the key differences of this approach from other proposals. The IAIO model enables agile standard setting, monitoring, and enforcement by focusing on internationally agreed-upon minimum safety standards for the global industry, international jurisdictional monitoring, and state enforcement. One difference between the proposed IAIO and an institution modeled after the International Atomic Energy Agency (IAEA) is that domestic regulators, rather than an international organization, would implement standards and interact with local firms, easing proliferation concerns of states with frontier labs and enabling rapid responses to standards violations.

[^2]
## Recommendations

- Develop consensus on minimum regulatory standards and model evaluations for civilian AI through continued dialog with national regulators, civil society, academia, industry, and international organizations such as the United Nations, OECD and others.
- Encourage and support states in creating domestic regulatory capacities for AI.
- Use a global summit to agree on milestones for setting up an international civilian AI regulatory regime resembling the existing standards harmonization regimes centered on the ICAO, IMO, and FATF.
- Agreement on the structure of the regime, as distinct from developing the standards themselves, should be designed to complete within six months of the summit.
- Milestones should include agreement on the types of risks the regime would focus on and the core elements and principles of the proposed organization's functioning, such as the process for creating standards and the nature of the interaction between the proposed organization and domestic regulators.
- A core group of experts and representatives from both frontier and non-frontier states can manage the process with input from all UN states as well as non-governmental stakeholders, such as relevant NGOs, unions, and consumer groups.
- In parallel, actors should consider initiating the governance regime among smaller sets of actors with the intention of expanding to include other actors over time. Starting with a small set of actors may be necessary for near-term agreement and, as an outside option, may facilitate agreement between a broad set of actors.
- The board and decision-making procedures of the proposed international organization should be structured to respect the interests of both frontier and non-frontier states and mitigate against the organization being employed for political ends outside of its mandate. The board should contain representatives from the technical and civil society AI governance communities, frontier AI states, and non-frontier AI states.
- Special care will be needed to prevent states from attempting to use a monitoring organization to gain access to frontier lab technologies.
- Explore an AI -specialized-computing-hardware ownership registry with unique hardware IDs to enable future governance efforts that benefit from computing-capacity transparency.
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## 1 Introduction

Artificial intelligence (AI) ${ }^{5}$ systems are having ever greater impacts on societies, leading to calls for international governance. In recent months, the importance of international AI governance has been noted by politicians and industry leaders in meetings at the White House and a US Senate committee, ${ }^{67}$ statements by the United Nations Secretary-General, ${ }^{8}$ BRICS nations, ${ }^{9}$ OpenAI, ${ }^{10}$ Google DeepMind, ${ }^{11}$ and Microsoft; ${ }^{12}$ leaders of the UK and US pledging to work together on AI safety; ${ }^{13}$ and plans for a Global Summit on AI Safety. ${ }^{14}$ Yet, even those calling for international governance appear to have only nascent ideas about what sorts of governance would be feasible and would achieve the best global economic and security outcomes.

In this report, we identify the landscape of approaches to international civilian AI governance and describe one approach in detail. ${ }^{15}$ We contend that international civilian and state/military AI, where the distinction is based on the application context of the technology, should have separate governance processes because they differ in key ways that shape how they can be governed. Throughout, we focus on regulating frontier AI, though the approach we recommend could be applied more broadly. We define frontier AI as models "trained on broad data at scale in order to be generally useful across tasks" (i.e. "foundation models") with capabilities sufficient to pose significant risks to public safety. ${ }^{16}$ Building on an overview of the international AI industry, we explain why international governance of the AI ecosystem is needed. We describe important trade-offs in the design of international institutions relating to standards, monitoring, enforcement, and institutional governance. Finally, we discuss a promising approach to civilian AI governance and its associated benefits and challenges.

[^3]The approach we describe extends a standards, licensing, and liability regime to the global level. We propose that states coordinate to create an International AI Organization (IAIO) to certify state jurisdictions (not firms or AI projects) for compliance with international oversight standards. States can enforce these international standards by adopting regulations prohibiting the import of goods whose supply chains embody AI from non-IAIO-certified jurisdictions. This follows the models of some existing international organizations, such as the International Civil Aviation Organization (ICAO), the International Maritime Organization (IMO), and the Financial Action Task Force (FATF). States can also adopt controls on the export of AI product inputs, such as specialized chips, to non-certified jurisdictions. Indeed, these import and export standards could be required for certification. We describe how such a regime would have wide applicability in mitigating many of advanced AI's potential harms, from algorithmic bias to threats to public safety.

## 2 Scope of the AI Governance Challenge

Existing AI systems are capable of extraordinary things, and progress has been rapid. Among other remarkable feats, AI-based systems have contributed to solving key scientific puzzles, ${ }^{17}$ passed informal versions of the Turing Test (once believed to be the most important test of human-level intelligence), ${ }^{18}$ become the fastest-growing product in history, ${ }^{19}$ and scored well on the uniform bar exam. ${ }^{20}$ Along the way, leading AI systems have also demonstrated surprisingly general capabilities, where for example a single model can perform well on a broad set of tasks, including understanding and generating text in many languages, scoring well on standardized tests, and writing computer code. ${ }^{21}$

Recent progress in AI has been undergirded by improved AI algorithms, ${ }^{22}$ increased investment, ${ }^{23}$ and dramatic increases in spending on compute-the computational hardware used to train models. ${ }^{24}$ All of these trends are expected to continue for at least the next few years, making it likely that AI capabilities will continue to expand rapidly. The AI systems that already exist today can be expected to have larger-scale effects on societies as they are employed

[^4]in a multitude of ways. Future systems can be expected to be even more impactful and to transform societies and economies around the world. While there is enormous upside potential for these innovations, these systems also introduce risk.

Unfortunately, the striking capabilities of modern AI systems also enable new potential harms to people and society, both accidental and intentional. Current AI models can reproduce harmful biases in their training data, ${ }^{25}$ evoke privacy concerns, ${ }^{26}$ lack transparency, ${ }^{27}$ and introduce new vulnerabilities in critical systems. ${ }^{28}$ AI systems may be particularly susceptible to misuse-when AI is used for unethical ends such as the creation of disinformation, cyber-attacks, and scams. ${ }^{29}$ These dangers are heightened by the possibility that AI systems sometimes acquire "emergent capabilities," which surprise even their creators. ${ }^{30}$ Leading scientists and technologists have argued that if ever-more-powerful AI systems continue to be built, those systems could in time be capable of causing extraordinary damage to human society and may even threaten the extinction of humanity. ${ }^{31}$ The high potential for these systems, which are essentially digital files, to be copied, stolen, or misused against the will of their creators reinforces the intuition that even creating them could be hazardous. ${ }^{32}$ An array of prominent experts, including top-tier AI researchers like Yi Zeng, ${ }^{33}$ Stuart Russell, ${ }^{34}$ Geoffrey Hinton, ${ }^{35}$

[^5]and Yoshua Bengio ${ }^{36}$ as well as tech industry leaders like Sam Altman, ${ }^{37}$ Elon Musk, ${ }^{38}$ and Bill Gates, ${ }^{39}$ have highlighted the need for society to take these risks seriously. Calls for regulation have also come from civil society ${ }^{40}$ and key firms, including Microsoft, ${ }^{41}$ Google, ${ }^{42}$ and OpenAI. ${ }^{43}$

Addressing these problems requires governance, not just technical innovation. It may be crucial, for instance, that institutions restrain competition among firms and states in order to avoid dangerous "race to the bottom" interactions. Unrestrained competition among firms will pressure them to minimize their investments in safety. ${ }^{44}$ Similarly, if states think they can give their firms a competitive edge through lax regulation, a similar race to the bottom on regulatory standards can develop among states.

At the domestic level, regulatory discussions are well underway in a number of states, including China, the EU, the US, and the UK. It remains to be seen how similar these regulatory approaches will turn out to be, but some differences are already apparent. The EU has been more concerned to protect privacy rights than the US has, for instance, as was already apparent in the EU's General Data Protection Regulation (GDPR). ${ }^{45}$ In spite of these differences, however, it is likely that some minimal best practice standards will emerge, particularly for addressing shared risks to public safety.

Domestic AI regulations can ensure that these best practices are implemented, including potential licensing for AI firms and data centers, ${ }^{46}$ liability for AI firms, chain-of-custody accounting for aspects of the compute supply chain, model evaluations, ${ }^{47}$ and appropriate

[^6]third party auditing of AI models. ${ }^{48}$ Regulation may need to apply to both model development and model deployment since it may be impossible to fully prevent unauthorized use of and access to a model once it has been developed. ${ }^{49}$ Containing an already trained model poses greater challenges due to its potential for wide proliferation. Furthermore, the compute requirements-or "compute moat"-are considerably higher for model development than for deployment. This barrier is most pronounced during the training phase, underscoring the effectiveness of governance measures being in place before and throughout this stage of AI development. Domestic regulation can strongly incentivize firms within the jurisdiction to ensure that their AI systems perform according to societal expectations. Domestic governance will not be sufficient on its own, however.

## 3 The Need for International Governance of Civilian AI

International governance of AI is needed because AI poses international risks and successfully governing AI will require regulatory action by many states. States of different development levels and AI companies have different but overlapping interests in the development of international AI governance.

Many AI risks can cross political borders. Internet-based digital services span the globe, making it possible for AI hazards, including accidents and misuse, to immediately harm people around the world. ${ }^{51}$ Theft is also a concern, since AI models are essentially digital files that can be copied exactly-and they can be easily moved via the internet or consumer-grade storage devices. Furthermore, AI models can contribute to the proliferation of dangerous weapon systems, including biological or chemical weapons, that have effects across borders. ${ }^{52}$ Future AI systems might even pose existential risks to humanity, thus making AI safety a central concern for all states. ${ }^{53}$

The AI industry is also highly international, and governance will require action from many states. States at the forefront of the AI revolution include the US, the UK, and China (see Figure 1)—and many others have the potential to advance rapidly (see also Figure 2). The compute supply chain-one of the key inputs for advanced AI—is also highly international. ${ }^{54}$

[^7]If left unaddressed, international competitive pressures can drive significant inefficiencies and dangers. Attempts to protect national AI industries might include trade barriers or lax regulations. Such moves would fragment AI regulation and make it more difficult to trade AI-related products and services across borders, thus making the AI industry and regulatory system significantly less efficient. Even more concerning, such approaches could eventually lead states to weaken regulations in order to provide advantages for their firms. Absent strong regulations, corporations would primarily respond to market pressures and thus cut corners on safety-a situation that could produce some of the worst dangers of AI.

Key actors have different but overlapping reasons to want harmonized AI regulations. Leading states would prefer that AI be safe and that they retain access to global markets. Similarly, other states would want AI to be safe and would furthermore desire improved access to AI technology. ${ }^{55}$ All states face the difficulty of regulating an extremely complex technology, making it advantageous for them to pool some of their expertise and regulatory access. ${ }^{56}$ Corporations have multiple reasons to support regulatory harmony. A fragmented regulatory landscape results in higher costs from tailoring products to each jurisdiction. A mismatch of regulatory strength can cause firms in jurisdictions with strong regulation to lobby


Source: AI Index Report, 2023. Data from Epoch and AI Index, 2022. Criteria for including a model in the data set includes factors such as state-of-the-art improvements, historical significance, and the number of citations. ${ }^{50}$ All models counted here were released in 2022.

Figure 1: Number of Significant Machine Learning Systems by Country, 2022. for harmonizing regulations across jurisdictions, since they would prefer a "level playing field." ${ }^{57}$ Furthermore, AI firms may also support strong international regulation in order to avoid transnational contagion effects such as a regulatory backlash caused by a high-profile failure of AI technology. A single major failure of AI anywhere in the world could both frighten investors and cause publics to associate the technology with dangerous outcomes. An important example of this effect can be seen in the history of civilian nuclear energy, where nuclear disasters such

[^8]

Source: AI Index Report, 2023. Data from Center for Security and Emerging Technology, 2022.

## Figure 2: AI Conference Citations (\% of World Total).

as Three Mile Island, Chernobyl, and Fukushima had a significant effect on global perceptions and adoption of the technology. ${ }^{58}$

These benefits of an international regulatory approach do not imply that states must agree on "one-size-fits-all" regulation. Societal values differ, and these values should be expressed in national policies. We have already mentioned the differing approaches of the EU, US, and China towards privacy regulation, for instance. In spite of these differences, however, states can build consensus on the need to address a set of shared risks and adopt a set of minimal best practices for doing so. Surveying the risk landscape, threats to public safety are one area where all states have a great deal of shared values and interests. Within that area, many of the most significant risks are associated with the large, general systems at the cutting edge of capabilities that we term frontier AI. We therefore focus on this set of risks, but we also note that the approach to international civilian regulation that we describe later in the paper can be applied more broadly when international actors reach consensus on broader sets of issues.

In sum, the particular characteristics of AI as a technology and as an industry require that its governance be highly international. Unless states are able to achieve regulatory harmony, economic and regulatory competition could exacerbate risks across the international community. Harmonized international regulations for AI in targeted areas, such as with respect to threats

[^9]to public safety, would reduce risks while also benefiting states, AI corporations, and people around the world.

## Reasons to Focus on Civilian AI

AI will eventually be employed by every segment of human society, including militaries. Since militaries control the majority of humanity's most dangerous capabilities, military AI will inevitably be an extraordinarily important domain for humanity to govern. Moreover, the particular mix of AI and militaries may be particularly concerning. ${ }^{59}$ Competition among state militaries can become much more severe than market competition among firms. In such a competitive environment, states may take significant risks in their pursuit of new capabilities. ${ }^{60}$ In particular, states that are not at the technological forefront may have the strongest incentives to cut corners on safety. ${ }^{61}$

In spite of these dangers, we contend that regulating civilian AI should be the first priority for three principal reasons. ${ }^{62}$ First, unlike with technologies like nuclear weapons and the internet, which originated in state programs, the leading edge of AI development appears to be dominated by the private sector-at least for now. In 2022, the overwhelming majority of cutting-edge AI models were produced by private industry, continuing a decade-long trend of increasing industry dominance (see Figure 3). These trends have been undergirded by private investments in AI far beyond what states appear to have invested so far. ${ }^{63}$ In sum, most cutting-edge AI research today is likely being done within firms, thus making civilian AI the primary domain in which advanced AI systems are being developed and released.

Second, regulating some aspects of international civilian AI appears feasible today. The capabilities of recent AI products have triggered serious discussion of AI governance by civil society, ${ }^{64}$ industry, ${ }^{65}$ and politicians. ${ }^{66}$ Domestic AI regulation is being actively discussed

[^10]in all leading AI states; ${ }^{67}$ extending these processes with an international component is a natural—and necessary—next step in these discussions. Indeed, international AI regulation has already come to the fore, ${ }^{68}$ with a Global Summit on AI Safety being planned for late 2023 and the Secretary-General of the United Nations convening a High-Level Advisory Board on Artificial Intelligence to provide options for global governance of AI by the end of this year. ${ }^{69}$


Source: 2023 AI Index Report. Data from Epoch 2022. Using the same data as Figure 1, this plot shows how industry has come to a position of dominance in cutting-edge machine learning systems. ${ }^{70}$

## Figure 3: Significant Machine Learning Systems by Sector.

Third, arms control is often unsuccessful and tends to be difficult and slow. While the international governance of military uses of AI (such as an "IAEA for AI," which would apply to both civilian and military uses) ${ }^{71}$ is a desirable goal which should be pursued, achieving it

[^11]

Source: 2023 AI Index Report. Data from NetBase Quid, 2022.
Figure 4: Private Investment in AI by Geographic Area, 2022.
will likely require prolonged effort. ${ }^{72}$ Thus, the challenges of arms control should not hold up regulation of civilian AI.

Regulating civilian AI is also likely to be an important first step toward eventually regulating state and military uses of AI. Civilian technologies and supply chains typically, and perhaps increasingly, undergird most military technology, thus allowing civilian regulation to have an indirect influence on the safety and reliability of military AI. At the very least, civilian safety and reliability regulations can become a de facto standard to which military AI will be held. Furthermore, practical experience with specific governance processes developed for civilian AI-including technical monitoring techniques-can inform the development of analogous processes for military AI.

## 4 Civilian AI Governance: Components and Trade-offs

Setting up an international civilian governance ecosystem for frontier AI involves a series of institutional design choices that must be tailored to the technology. The features of the technology that must be taken into account include the extent to which it is "dual-use," the societal consequences if the rules are broken, the opportunities for control of inputs into the technology, and the nature of opportunities for discovering violations of the regime. We have already discussed some of the factors that must be considered in the case of AI, but we summarize some of the most important ones here for reference:

[^12]- The current capabilities of the technology are reliably associated with scale in both compute and data. ${ }^{73}$ In recent years, model size has been doubling every ten months. ${ }^{74}$ Algorithmic advancements can imply drastic reductions in the amount of compute required to train models with a given level of capabilities. ${ }^{75}$
- The capabilities of frontier AI are potentially unpredictable. ${ }^{76}$
- An emerging field of "model evaluations" is developing the capacity to test new AI systems, at all stages of development and deployment, for threats to public safety and other harms. ${ }^{77}$
- Some types of model evaluations will require a range of types of model access, from input/output access to knowledge of model internals (e.g. gradients, embeddings, and other internal parameters) and training environments. ${ }^{78}$
- The technical expertise needed to develop standards exists largely in a small number of private-sector organizations. Any new body will need to draw on this expertise in a structured way in order to develop standards. ${ }^{79}$
- Advanced forms of AI are a safety-critical technology. Violations of the regime have the potential to cause large-scale societal harms. ${ }^{80}$
- Harmful forms of proliferation resulting from the access required for the model evaluations being developed is a concern.
- There are three essential inputs into the technology: algorithms, data, and compute. Of these, compute may be the easiest to control internationally, in part because it is "rival-rous"-possession by one actor excludes possession by another.
- The compute and data requirements for frontier models are such that a relatively small number of private actors have the capability to create them-at least so far. However,

[^13]systems built on top of existing large models can transform the capabilities of those models and thus require regulation.

- Determined state actors, and potentially others, are capable of exfiltrating AI systems.
- The computing resources required to run advanced models are much less than those required to create them. ${ }^{81}$ A much larger number of actors are capable of running models, if they gain access to them, than are capable of creating novel systems.

In developing an international civilian AI governance ecosystem to account for these features of the technology, institutional design choices can be grouped into four overlapping areas: the standard setting ecosystem, monitoring, incentives for compliance, and governance of the institutions themselves. ${ }^{82}$ We highlight key trade-offs in each before describing in detail one potential international civilian governance ecosystem for advanced AI.

## The Standard Setting Ecosystem

International standard setting ecosystems exist across many industries, such as accounting, finance, forestry, aviation, and electronics. These ecosystems have one or more international standard setting authorities that usually interact with local government standards bodies. In the case of the International Organization for Standardization (ISO), which has published more than 24,500 standards across many industries, national standards bodies make up the voting membership of the organization. Many industries have their own standard setting bodies that often work together with the ISO and contribute to its standards.

One common ecosystem model includes a number of "certification bodies"-firms or government entities that audit industry firms and projects, certifying them on the basis of standards developed by the industry standards body. These certification bodies may then themselves be audited by an "accreditation body" that provides oversight of the certification bodies. For example, more than forty organizations worldwide are certification bodies for Forest Stewardship Council (FSC) standards. ${ }^{83}$ These FSC certification bodies are accredited by Assurance Services International, the sole accreditation body for the FSC standards. ${ }^{84}$ An international certification system for farm feed additives operates similarly, though it has several accreditation bodies. ${ }^{85}$

Another model involves a single organization that both develops standards and performs the auditing or monitoring function. This is the approach taken, at least in part, in the maritime,

[^14]aviation, and nuclear industries. ${ }^{86}$ In many cases, multiple certifications, such as from state governments as well as internationally recognized certification bodies, are required for a project to move forward.

In some cases, different regions have separate standard setting ecosystems. For example, the European Union has its own regional institutions for standard setting, including the European Committee for Standardization. Alternatively, a state may perform an auditing function on its own to supplement auditing by an international body. The US Federal Aviation Administration has such a program to supplement International Civil Aviation Organization (ICAO) certification. ${ }^{87}$ Many of the ICAO's other 193 member countries have domestic civil aviation standards bodies of varying levels of capability, and aviation safety is governed and implemented through a much broader ecosystem of government, non-governmental, and privatesector actors. The ICAO sets a framework of minimum standards globally, conducts audits, and offers capacity-building support. But much of the direct safety impact on the aviation industry is not caused directly by the ICAO; it emerges from an ecosystem of national (e.g. the Federal Aviation Administration (FAA) in the US, the Civil Aviation Authority (CAA) in the UK, etc.), regional (e.g. European Civil Aviation Conference), and international (e.g. the International Air Transport Association (IATA)) organizations. These work in concert with private-sector airlines and airports, creating mutual reinforcement of safety standards that is greater than the sum of its parts. ${ }^{88}$

> The International Civil Aviation Organization (ICAO) is a UN agency that audits state aviation oversight systems and publishes each state's level of compliance with ICAO standards in a report. The United States Federal Aviation Administration (FAA), alongside other national regulatory bodies, gives force to ICAO standards. ${ }^{89}$ If the FAA determines that a country's oversight system is not in compliance with ICAO standards, it can prohibit that country's airlines from operating in the US. Other jurisdictions, such as China and the European Union, have adopted related policies. Thus, any country whose airlines seek to operate in some of the world's largest aviation markets must meet at least some of the ICAO safety oversight standards.

Another question is whether the standard setting body is based in a new or an existing institution. A healthy international industry governance ecosystem involves a web of checks and balances.

[^15]
## The Type of Monitoring

Monitoring is different depending upon the needs of each industry. In some cases, chain-of-custody ${ }^{90}$ auditing is required, for instance to demonstrate that wood brought to market has been responsibly sourced. ${ }^{91}$ The FSC system employs chain-of-custody certification to ensure that wood marketed with the FSC certification is sustainably harvested and then traded only among certified institutions. A chain-of-custody approach is particularly useful when the monitored product is fungible-making it difficult or impossible to distinguish between certified and uncertified products. Digital assets can have this property, but preventive measures are available. ${ }^{92}$ The International Electrotechnical Commission (IEC), by contrast, manages peer reviews among its conformity assessment bodies (to ensure that standards are upheld) and stipulates that jurisdictions cannot undertake duplicate testing (to prevent jurisdictions from making the process more onerous or politicized) ${ }^{93}$

The International Maritime Organization (IMO) is a UN agency focused on the global shipping industry. Among its many functions is an audit scheme whereby signatory states are audited for their compliance with IMO standards. While the IMO itself has no enforcement powers of its own, the recommendations it generates from its audits can be highly motivating for states. If a state falls out of compliance with key IMO standards, the economic consequences can be "serious and far reaching," as their ships can be denied entry to-or detained in-ports in other jurisdictions, and ships from signatory states face the prospect of costly inspections and delays if they interact with the ports of non-compliant states. ${ }^{94}$ Thus, the IMO serves as a crucial central clearinghouse for compliance information, which is then used to inform the domestic enforcement processes within signatory states.

A key distinction is whether international monitoring targets jurisdictions or firms. In the forestry example, certification bodies audit firms and their projects. In the aviation and maritime examples, the ICAO or the IMO audits jurisdictions to ensure that regulations are

[^16]consistent with international standards. ${ }^{95}$ The FATF performs similar audits and also evaluates whether state authorities effectively carry out the regulations on the books. ${ }^{96}$

## The Incentives for Compliance

Many standards are enforced through markets that demand certification as information about product quality. For example, FSC-certified wood can fetch a higher price because customers can be more confident that it has been sustainably harvested. ${ }^{97}$

In other cases, there is direct cross-border enforcement by states. When the IAEA detects a violation of a nuclear safeguard, for instance, it can make a referral to the United Nations (UN) Security Council, sometimes resulting in military action by member states. Such actions are of course contentious, involving divergent interests of world powers, and such processes take time.

Other important incentives for compliance occur through ties to the trade regime. A state may mandate that international certification is required for the import of a technology. Similarly, some countries require jurisdictions to be in compliance with ICAO standards in order for planes originating from those jurisdictions to enter their airspace. ${ }^{98}$ In addition, many countries use ICAO standards as a baseline and have additional safety requirements for planes originating from another jurisdiction to enter their airspace. So, a decision to stop flying is a bilateral one but is embedded in an international framework. For example, in 2015, the United Kingdom stopped all flights to and from Egypt's Sharm el Sheikh International Airport following a Metrojet charter flight to St Petersburg which crashed in the Sinai desert shortly after takeoff from the airport. This creates strong and layered incentives. Other countries may look to the bilateral decision and make their own decision to stop flights. The ICAO may also engage in such scenarios not as an enforcer, but to investigate and make proposals for how the

[^17]country falling short of standards can improve (and increase the confidence of the international community). ${ }^{99}$

In the US, the Federal Aviation Administration (FAA)'s International Aviation Safety Assessment (IASA) program investigates whether jurisdictions are in compliance with ICAO standards. If a country is not in compliance, the FAA can prohibit that country's airlines from operating in the US. ${ }^{100}$ For its part, China stipulates that flight crew licenses issued by other countries are only valid for operating within China if those licenses meet ICAO standards. ${ }^{101}$

On the export side, multilateral export control regimes deny export of particular technologies to jurisdictions that do not meet requirements, often geopolitical ones. According to a recent study on the effectiveness of international treaties, instruments that have a trade component are much likelier to produce their intended economic and social effects. ${ }^{102}$ In Appendix A, we discuss the compatibility with international trade law of import and export controls on AI products and precursors.

## The Nature of Institutional Governance

The governance of institutions that regulate the standards ecosystem-the composition of the governing board, for instance-itself involves an important set of trade-offs and will be determined by the actors who create the ecosystem. Thus, the desired form of governance of a proposed institution is an important factor in deciding who should be invited to participate, and at what stage, in discussions of the institution's creation.

One key question is whether the standard setting and monitoring organization is an independent non-governmental organization, an independent intergovernmental organization, or part of another intergovernmental body, such as the United Nations or a regional organization. While some standards ecosystems are convened by intergovernmental processes, others originate from collaborations among private entities, including firms and representatives of affected groups. This often represents a trade-off between speed and effectiveness on the side of private entities and greater legitimacy on the side of broad intergovernmental oversight. Private entities like the Internet Corporation for Assigned Names and Numbers (ICANN) are often criticized

[^18]for their lack of legitimate oversight, especially, but far from exclusively, by states who wish to have more influence over its decisions. On the other hand, ICANN has proven effective at administering certain aspects of the internet and keeping access open to all. In the case of independent organizations, it is often important to have a permanent secretariat that is independent of the organization's membership. This appears to facilitate the organization's credibility, legitimacy, and effectiveness. ${ }^{103}$

The composition of governing boards and assemblies is a particularly important design consideration. Mandating that a broad set of stakeholders take part can assuage legitimacy concerns, even for private entities and public-private partnerships. ${ }^{104}$ The Forest Stewardship Council (FSC), for instance, is a model in this regard. Its General Assembly, the highest decision-making body, is composed of members from three "chambers": environmental, social, and economic. The chambers are each composed of "private enterprises, NGOs, international organisations, indigenous groups, and educational institutions" and each chamber has equal voting power in the assembly. ${ }^{105}$ These structures attempt to mitigate industry capture of standards bodies, which is an ever-present concern. The IAEA provides yet another model. It guarantees board seats to the ten nations that are judged by the previous board to be most advanced in atomic energy technology. ${ }^{106}$

It can sometimes be important to enable particular stakeholders to exercise greater influence over decisions, even if there is some cost in terms of equity and legitimacy; without such influence, these actors may not participate in the regime at all. There are a variety of options for enabling certain states to exercise greater influence, including: (1) weighted voting (e.g. based on GDP), (2) permanent seats on the executive board, and (3) consensus decision-making (which in practice tends to give powerful states more influence).

The composition and structure of the governing bodies of the international institutions that regulate advanced AI will be particularly important. Powerful states-and powerful labs-have some divergent interests and will advocate for differing policies. States with less advanced AI industries may seek to use international institutions to discover technological secrets, as is believed to have occurred in the case of the IAEA. ${ }^{107}$ Less advanced states will also be wary

[^19]of exclusion from processes that govern technologies with global effects. If governance of the institutions is too contentious, the ecosystem will be sclerotic and not achieve its objectives.

## 5 A Jurisdictional Certification Approach to International Civilian AI Governance

An international civilian AI governance regime has three essential elements: standards, monitoring, and enforcement. We describe an approach that provides for each and is closely related to approaches used in other industries. It is perhaps most closely related to the civil aviation, maritime, and financial activities regimes centered around the ICAO, IMO, and FATF.

We presume that domestic regulators in advanced AI states have taken up the challenge of beginning to regulate AI development and deployment. Given the range of conversations that have already begun on these topics, it appears likely that domestic regimes combining licensing (or a close substitute) and liability will emerge in the coming years. ${ }^{108}$

In such an environment, a first step to one form of internationalization would be for the leading AI regulators to collaborate with other countries to set up mirroring regulatory agencies or capacities, ${ }^{109}$ building on existing initiatives such as the US-EU Trade and Technology Council, the Global Partnership on AI, and the G7/OECD processes. The regulators could then coordinate in harmonizing licensing and liability regimes, setting up an international standard setting and monitoring organization, and ensuring international incentives for compliance with international standards.

## International AI Organization (IAIO): Standards Harmonization and Jurisdictional Certification

Even as advanced AI states set up AI regulatory capacities, they should share information on best practices with other states and encourage them to implement their own analogous regulatory capabilities. Leading regulatory organizations, working with relevant government agencies, could determine what technical information can be shared with the nascent regulatory bodies of foreign states. Furthermore, these agencies could facilitate the exchange of technical experts. Throughout this process, states and civil society must forge consensus about minimum standards for appropriate civilian development and deployment of AI.

[^20]A next step is the creation of an international standard setting and jurisdictional monitoring organization. This would facilitate standards harmonization and compliance, just as similar organizations do in other industries. ${ }^{110}$ Without such a body, even if all states developed regulatory agencies, it would remain unclear whether regulations are in harmony and whether states are successfully regulating AI within their jurisdictions.

A group of aligned states could invest in the creation of an International Artificial Intelligence Organization (IAIO). The IAIO would partner with national regulators in developing an international set of standards for data centers, AI firms, and regulatory jurisdictions. It would certify jurisdictions-as opposed to firms-for standards compliance, including the jurisdictions' statutory adoption of the international regulatory standards and their capacity to reliably enforce their regulations. ${ }^{111}$ This would likely include an assessment of whether a country's regulatory system achieves a defined set of outcomes, similar to the FATF's effectiveness assessment of 11 "immediate outcomes" related to money laundering and terrorist financing. ${ }^{112}$ We discuss a specific version of data center operator and AI-firm regulation, based on licensing, below.

## Enforcement via Conditional Market Access

## Imports

Enforcement of the international regime would start with market access that is made conditional on certification. Similar to what is done in other industries, states can adopt safety regulations indicating that they will only allow the import or sale of relevant AI products whose supply chains involve only IAIO-certified jurisdictions. ${ }^{113}$ This would provide a strong incentive for jurisdictions around the world to implement and enforce these standards. Given the challenges of controlling software, when compared to physical products, this will likely require the continued evolution of export control frameworks so that they can be effective in this context. If most large markets adopted such rules, IAIO compliance would become extremely desirable for any state developing commercial AI technologies. See the sidebars above on the ICAO and IMO ecosystems for examples of this in the aviation and naval industries.

[^21]
## Exports

Exports can be similarly shaped by IAIO certification. Participating states could add IAIO certification as a requirement for export of AI inputs, models, and products, ensuring that non-compliant jurisdictions cannot easily gain access to advanced capabilities or inputs into AI production processes. Participating states would thus refrain from exporting sensitive technology to non-certified states. ${ }^{114}$

One form this has taken in other sectors such as advanced missile capabilities and nuclear, biological, chemical, and conventional weapons is a multilateral export control regime. ${ }^{115}$ Such regimes help member states keep sensitive materials and technologies out of the hands of dangerous actors and geopolitical rivals. One particularly interesting aspect of these regimes is that they sometimes have to manage the proliferation of technologies and materials that are quite generic or general purpose, such as particular chemicals, ${ }^{116}$ chemistry equipment, ${ }^{117}$ and biology equipment. ${ }^{118}$ If a similar multilateral export control regime were to be developed around AI, some best practices from prior regimes can be used. Such regimes facilitate the exchange of information about which exports are potentially sensitive and how export control decisions are being made. They also ensure that non-members cannot easily "shop around" for a willing exporter (known as the "no undercut" policy). A multilateral export control regime could become an evolving mechanism by which certified states clarify their shared understanding of how they will limit the spread of potentially harmful AI capabilities. ${ }^{119}$

## Requiring Enforcement for Certification

One technique for increasing the strength of enforcement is to require states to implement the trade restrictions described above in domestic law as a condition for certification. This approach to enforcement strengthens incentives for states to join the agreement and to stay if they have already joined. Enforcement of international agreements typically requires one or more states to muster the political will to punish states that deviate from the agreement-thus often creating a free-rider problem which leads to weak enforcement. By contrast, requiring enforcement as a condition for certification turns that logic on its head to some extent. Enforcement becomes the default outcome unless political capital is expended to modify international regulations.

[^22]In a sense, avoiding enforcement rather than enforcement is associated with a collective-action problem.

An agreement of this form is more robust, but that robustness may come at a cost. Launching this strengthened agreement among a group of core states would likely require greater political will than the weaker alternative-which merely requests that states embed enforcement provisions in their trade laws. ${ }^{120}$ Furthermore, while this stronger agreement has a greater ability to be self-enforcing, if a key state chose to exit the agreement, that action would have a chance of setting off a cascade of interactions wherein this stronger agreement would be downgraded to its weaker version-if it survived at all. A small number of key markets might trigger such a cascade upon their departure. Nevertheless, requiring enforcement provisions in domestic law has worked well in other domains, such as some aspects of maritime regulation overseen by the IMO.

## IAIO Jurisdictional Standards

The international regulatory ecosystem that we sketch here is compatible with many approaches to jurisdictional standards and could have the benefit of allowing national governments flexibility on the precise regulatory mechanism with which they implement the standards. This approach would both preserve national sovereignty and likely be a pragmatic and flexible approach to developing a coherent global regulatory framework.

Below, we sketch one approach to regulating frontier AI systems that begins with three forms of licensing, ensuring that regulators have oversight of all frontier systems being developed and that such systems are deployed in compliance with safety standards.

The IAIO could create standards or specifications that require countries to implement a jurisdictional licensing regime for:

1. Development and Deployment of Frontier Models employing more than a certain amount of floating point operations, or FLOP (e.g. $>10^{24}$ FLOP). ${ }^{121}$ Firms would be required to submit information to domestic regulators in advance of system creation, including: "model cards" specifying training procedures and the data used, the computing hardware to be employed, and other aspects of the project. ${ }^{122}$ The proposed systems would be evaluated by the firm or by third parties to understand the profile of risks it could pose to society. Regulators would have the technical ability to check that the proposed project was in fact run on the proposed hardware. ${ }^{123}$ Regulators would regulate access to the deployed model,

[^23]including mandating security measures to prevent impermissible forms of fine tuning and structured querying, exporting, and unauthorized copying of model weights and code.
2. AI Firms training models using more than a certain amount of compute. Licensing would be contingent upon demonstrating system security, following guidance on model sharing, documenting past compliance with development and deployment regulations, and other factors.
3. Data Centers and Data Center Operators above a certain capacity (e.g. $>1,000$ data-centerquality chips). ${ }^{124}$ These actors would be prohibited from providing access to computing power to unlicensed AI firms or for unlicensed projects. They would be required to (1) provide accountings of all data-center-quality chips purchased from fabricators, (2) have robust cybersecurity measures to protect frontier models from malicious attacks and adversarial actors, and (3) track and report when customers are training frontier models or accessing them for high-risk uses. Violating these requirements would result in penalties and potential loss of license.

Alongside licensing, domestic legislators should create synergistic forms of liability to deter potential harms. In the US, for instance, existing tort law (enforced via lawsuits) and consumer protection law (enforced mainly via Federal Trade Commission (FTC) action) have significant limitations-even establishing legal standing to address many potential harms may be difficult. New statutes or rules should impose penalties for violating responsible development and release standards.

Furthermore, the IAIO can also serve as a central node for information pertaining to AI governance which is not the purview of a specific state. For example, one function of the IAIO could be to track the location and ownership of key inputs to civilian AI such as AI-optimized computing hardware—akin to how the International Atomic Energy Agency (IAEA) facilitates tracking nuclear material. Empowered with access to information about such inputs, the IAIO would be much better positioned to make judgements about whether jurisdictions are fully abiding by the international standard. As we note above, such information may also be important to future efforts to regulate non-civilian AI. The organization could also collect and share information about emerging AI risks and assist regulators to develop and implement their regulatory regimes, as the ICAO and IMO do.

## Governance of the IAIO

Governance of the IAIO is a difficult issue because powerful countries, including among the five permanent members of the UN Security Council (P5), have somewhat divergent interests as regards regulation. These diverging interests could lead to conflicts over policy that would

[^24]interfere with the organization's mission. For instance, some countries might see the monitoring role of the IAIO as an opportunity to gain insight into the capabilities of the most advanced firms in rival states. Yet, advanced firms and their home states would likely wish to minimize such unsanctioned information transfers.

These divergent interests contrast with the harmonized interests of the P5 in many other industries, including atomic power and aviation. The common interest of nuclear weapons states in preventing other states from acquiring nuclear weapons is clear in the context of the International Atomic Energy Agency (IAEA), for instance. These common interests of powerful countries ease the governance problem for both the IAEA and the ICAO. ${ }^{125}$

Given the differing interests among powerful states, including the P 5 , it is unclear whether the IAIO should be a UN organization like the ICAO. Another option is for it to be an independent, non-profit organization, and a third option is a public-private partnership (PPP). The Internet Corporation for Assigned Names and Numbers (ICANN) is a model for independent, nonprofit organization (see sidebar). A private organization or PPP would need to take significant steps to achieve broad legitimacy around the world. The initial board of the organization could reflect a balance of substantial representation from around the world and knowledge of technical issues. The Global Alliance for Vaccines and Immunization (Gavi), and the Global Fund to Fight AIDS, Tuberculosis and Malaria are examples of PPPs that have functioned effectively. These organizations include in their governing bodies governments as well as firms, NGOs, unions, and other non-state actors.

> The Internet Corporation for Assigned Names and Numbers (ICANN) is another model of international standard setting and regulation. Unlike the ICAO, which is part of the United Nations, ICANN is a private, non-profit organization that regulates part of the technical backbone of the internet, including its domain name system. The International Organization for Standardization (ISO), which develops thousands of standards across many industries, is yet another model. ${ }^{126}$ Given the strained state of international relations, it is noteworthy that neither of these organizations were formed through treaties. Indeed, even the Organization for Security and Cooperation in Europe (OSCE), which monitors elections, was also formed without a treaty.

Whatever the legal basis for establishing the IAIO, its governing board membership could replicate principles found in other international organizations. The board of the IAEA, for instance, has places reserved for the most advanced nuclear technology states-whomever they may be at the time. A similar approach for the IAIO might ameliorate the issue of divergent interests of powerful states by enabling the states with the most advanced AI industries to have greater say in governance of the organization. Over time, as additional states develop more

[^25]advanced capabilities, the organization's governance would adjust via a mechanism that evolves representation along with state capabilities. Such a mechanism would need to be balanced against maintaining a voice for non-frontier states affected by the technology.

## International Firm-Level Monitoring

While it is reasonable to expect large industrial states such as the US and China to develop highly capable domestic regulatory agencies, such infrastructure would be infeasible for smaller or less developed states to create or maintain. To solve this problem, another element of the proposed IAIO would be the capability to monitor firms directly at the behest of the state which holds jurisdiction over those firms. In this role, the IAIO would fulfill part of the role of a domestic regulator by scrutinizing firms for compliance. Concrete enforcement (such as legal penalties) would be provided by the home state, but the IAIO could do the technical heavy lifting required to monitor and certify actors for compliance. At a country's request, the organization would also provide assistance in building regulatory systems using international best practices, including through seconding experts and mobilizing assistance from international partners. This structure would help participating states achieve and maintain compliance with IAIO standards at a lower cost than if they created similar capabilities themselves. This could be particularly helpful for countries who would otherwise have difficulty participating in the IAIO due to resource constraints. ${ }^{127}$ Some countries may also choose to delegate monitoring to the IAIO to expedite their entry into the international market, especially if they lack the capacity to rapidly develop national regulatory capacities or if their national cybersecurity is not robust enough to safeguard sensitive data. As a central node in the network, the IAIO's monitoring capabilities would also benefit from economies of scale, potentially resulting in cost benefits for all states monitored by the IAIO, along with more effective standardization.

This aspect of the IAIO would be a service to states wishing to cost-effectively demonstrate that they are fulfilling their oversight obligations. ${ }^{128}$ For a state to be in full compliance, the monitoring processes of the IAIO would need to be credibly connected to state enforcement mechanisms in order to ensure that firm compliance failures are addressed in a timely fashion. International monitoring of firms via the IAIO would be expected to reduce costs in several ways. States using IAIO firm monitoring would avoid 1) the initial cost of building a domestic technical monitoring agency, 2) the ongoing costs of maintaining and updating that agency as IAIO standards evolve, and 3) cybersecurity costs as best practices evolve. Moreover, it might be less costly for the IAIO to certify jurisdictions that use IAIO firm monitoring.

[^26]International firm monitoring via the IAIO also provides a way for states to gain additional certainty that other markets are being regulated fairly. IAIO firm monitoring would be set up to apply similar standards across states, thus creating a more level playing field.

The certification and firm-monitoring organs of the organization are represented in Figure 5. The organization would also have the ability to assist jurisdictions in complying with IAIO standards. This tracks the ICAO and IMO examples, as these organizations provide substantial assistance to member states. Indeed, these organizations can mobilize international efforts to assist member states in resolving safety concerns. ${ }^{129}$ The staff of these different organs of the IAIO could be elected to limited terms by the governing/executive body, with quotas to ensure broad regional representation.


## Figure 5: IAIO Authorities

In addition to domestic and IAIO monitoring, some states with frontier, proprietary capabilities may seek to monitor firm activities and regulations in other jurisdictions themselves. The aviation industry again provides an analogy. Alongside the ICAO, the US Federal Aviation Administration (FAA) operates its own International Aviation Safety Assessment of other states. ${ }^{130}$ Such an approach could be desirable when a monitoring state has relevant technical insights about standards that it is unwilling to share with other states and IAIO personnel. Optionally, some states could be incentivized to accept firm-level monitoring, on the part of either the IAIO or a leading state, by making such oversight a condition for participation in the import and export control regimes. Such actions would constitute "extraterritorial" applications of laws and thus would likely be controversial; they might also undercut the IAIO regime by making IAIO certification less desirable in itself.

[^27]
## Elements of an international standards regime.

- International AI Organization (IAIO), an independent, non-profit organization:
- Develops standards in cooperation with firms and national regulators
- Certifies regulatory jurisdictions for standards compliance and enforcement capacity
- Optionally: Partners with states to monitor firms as a service
- Export Control Regime:
- Optionally: IAIO certification is a necessary, not a sufficient, condition for receiving exports of advanced AI inputs
- Optionally: Ties export permissions to IAIO firm-level monitoring
- States:
- Regulate domestic firms according to IAIO standards
- Monitor firms through a domestic agency or the IAIO
- Make information on domestic regulation available to the IAIO to achieve certification
- Maintain the export control regime
- Adopt import standards requiring any AI involved in product development to be trained in an IAIO-certified jurisdiction
- Encourage other states to support all aspects of the regime
- Develop national technical capacities for international AI-firm monitoring
- Optionally: In some cases, tie import standards to IAIO firm-level monitoring
- Optionally: Develop independent jurisdictional and firm-level certification programs on the model of the FAA.


## Mitigating Proliferation Dangers from Governance Processes

Governance regimes for powerful technologies must avoid furthering harmful forms of proliferation. The IAIO system described above may enable proliferation risks for at least two reasons. First, personnel within the IAIO system may learn technical secrets-such as algorithms, data engineering techniques, and key hyperparameters-either through fulfilling their official duties or through unofficial channels (including incidental occurrences or unauthorized action). Second, IAIO systems-as well as the domestic governance systems that they interact with-may collect and store data that could be copied (either on-site or via a cyber-attack).

The approach proposed here mitigates proliferation concerns by having local governments maintain responsibility for oversight of domestic firms. If an international body were scrutinizing the most advanced firms, proliferation through the monitoring process would be likely, given
the forms of access to system development techniques that are likely to be required to ensure systems' safety. We expect, however, that the states in which the most advanced firms are housed will manage their own regulatory processes in accordance with international standards. ${ }^{131}$

The chief proliferation concerns that this design raises, therefore, involve the information embodied in the technical standards themselves and in the technical knowledge required to develop standards. The IAIO's standard setting process will need to be in close dialog with domestic regulators, industry players, and academics to ensure that international AI regulations are updated rapidly in accordance with advances in the field. Indeed, the rapid pace of development makes essential the rapid updating of standards and the rapid propagation of these updates down to domestic regulators. The IAIO could perform this standard setting function most effectively if it possessed full knowledge of the science behind model development, deployment, and standard setting. This would likely include knowledge of leading algorithms and conceptual approaches employed in the training of AI models. ${ }^{132}$ Yet, such knowledge on the part of the IAIO could make the organization a vector for harmful proliferation.

We believe this concern is significant but also that it should not be overstated. It is likely that standard setting processes at the IAIO will be able to evaluate and apply some technical model evaluation standards without furthering harmful proliferation. Testing and evaluation standards to prevent algorithmic bias, for example, likely fall largely into this category. Even in the case of model evaluations to prevent threats to public safety, some standards may not require or embody substantial knowledge of the technological frontier. For instance, it may not require substantial proprietary technical knowledge to set standards for evaluating whether AI systems can give "instructions on how to carry out acts of terrorism," or coerce users in pursuit of objectives. The Alignment Research Center, which does have deep technical expertise, recently performed related evaluations on Anthropic and OpenAI systems. ${ }^{133}$

The existence of such standards implies that the IAIO can promote public welfare without furthering proliferation. Nevertheless, a challenge remains in that other useful standards may require frontier knowledge, particularly when it comes to evaluating the standards themselves. Consider, for instance, a standard of a level of FLOP above which models would require greater regulatory scrutiny and evaluation. Improvements in algorithms can change what can be achieved with a given amount of FLOP; thus, knowledge of the state of the art of algorithmic efficiency might be required to set such a standard effectively. ${ }^{134}$

[^28]There are a number of ways to address this issue. One is for the IAIO to adopt procedures similar to those the IAEA adopted for national intelligence after the disclosure of clandestine nuclear sites in Iraq following the Persian Gulf War. The IAEA decided to consider material shared by national intelligence services in evaluating states' nuclear programs, but the organization also maintained its own ability to evaluate the veracity of shared material. The IAEA understood that states would be reluctant to share intelligence if doing so would endanger sources and methods. It therefore took steps to prevent this, including having staff sign nondisclosure agreements, restricting access to intelligence to small numbers of staff, punishing breaches of confidentiality, and implementing measures to increase cyber and physical information security. Moreover, "informed states could provide their information via private briefings with the director general-whom powerful states ensure they trust during the selection process-and a select few staff members. ${ }^{135}$ We believe that such measures will be helpful in some cases, but that states at the technological frontier, or states whose firms are, will probably be unwilling to share information in some cases where the public interest-absent harmful proliferation-would be served if they did share. ${ }^{136}$

In some cases, an option for the IAIO or similar organization would be to consider a standard recommended by a state without the technical explanation for why that standard is necessary. This would be similar to states revealing intelligence information to the IAEA without revealing sources and methods. As in that case, such information may be less effective at motivating change.

As we have mentioned, another option for states that are unwilling to share frontier knowledge needed for effective standard setting and monitoring is to set up their own standardization and monitoring organizations separately from the IAIO. States might do this individually, as the United States does in the civil aviation sector with the FAA's International Aviation Safety Assessment.

Overall, therefore, we should expect that some of the work of an international standards regime would not be subject to proliferation concerns. In these areas alone, the regime would likely improve public welfare. In other areas, actors will be more reticent to share information, and standard setting will be more contested. ${ }^{137}$ Procedural solutions similar to the IAEA's handling of intelligence information can ameliorate these difficulties but likely will not fully solve them.

[^29]
## Alternative Governance Approaches

We have highlighted one approach to an international regime for civilian AI standard setting, monitoring, and enforcement, but other approaches to international governance should also be considered. ${ }^{138}$ We will briefly describe the key differences between each model and our proposed approach. See Table 1 for a summary.


Note: Green indicates that the model fulfills this function; red indicates that it does not. Yellow means that there is some ambiguity; for instance, the IAEA only refers violations to the Security Council which then potentially takes action, a process that could be counted as enforcement. Similarly, tracking of key AI inputs could be part of the IAIO model but is optional. In the case of CERN, despite its civilian focus, the research could be classified as dual-use to a degree. These institutions were chosen for comparison because they represent commonly discussed models for international AI governance. ${ }^{139}$ The IAIO is based on the ICAO, IMO, and FATF models, and thus these are not listed because they share similar characteristics.

Table 1: Features of institutional analogies for AI governance models.

Firstly, proposals ${ }^{140}$ exist to centralize monitoring and inspection of all AI activities in an international institution (akin to the IAEA for nuclear technologies), referring violations to the UN Security Council. While such an institution could act as an independent reviewer in the context of AI governance, inspections along the lines of the IAEA model, which are used to verify the representations only of the non-nuclear weapons states in the context of the Nuclear Nonproliferation Treaty, might prove more challenging in an AI context. Furthermore, the process of referring violations to the UN Security Council is highly politicized. Given the rapid development in the field of AI, faster responses to compliance issues are advisable. In addition, AI development today is led predominantly by universities and the private sector, unlike nuclear technology, which was initially developed by states. The IAIO model enables agile governance of firms and governments by focusing on jurisdictional monitoring and state enforcement capabilities alongside agreed-upon minimum safety standards for the global industry.

[^30]Secondly, there are proposals without monitoring and compliance components. For example, an Intergovernmental Panel on Climate Change (IPCC) equivalent for $\mathrm{AI}^{141}$ could exist to centralize information gathering about the state of AI into an international institution and to develop a global consensus around the risks from AI. Another example would be an international organization that centralizes AI capabilities research, or AI safety research, similar to the European Organization for Nuclear Research (CERN) for particle physics. Such proposals can have the goal either to centralize AI capabilities research in order to mitigate competitive risk-taking, or to increase AI safety research in order to investigate risks from AI along with potential solutions, especially those that are not investigated by for-profit organizations. These proposals do not focus on governing the respective technologies and can thus be complementary to an IAIO model by informing, for example, minimum safety standards based on conducted or synthesized research.

Finally, we could imagine club approaches, which are closest in spirit to the civilian governance model described above. Instead of a global standards regime, a group of aligned countries might set their own standards together. This would have the benefit of ameliorating the proliferation concerns: aligned states would be more willing to share information with each other, and more trusting of each other's judgements when they are not willing to share. Furthermore, the fewer actors involved in such a governance regime, the more rapidly it could be set up. However, it would have the drawback of undermining legitimacy and standards compliance among other states. Note that the club and global regime models are not mutually exclusive. It may be that one set of standards can be developed and applied globally, while other, potentially more restrictive standards, are enforced among aligned states, for example through regional standards bodies and trade agreements.

## 6 Conclusion

AI presents a rapidly evolving international governance challenge. The technical advances of the last few years have led to remarkable new capabilities and disquieting realizations about how society could be harmed by this technology. While governance conversations have begun in many states, domestic governance alone will not be sufficient. International governance is needed to address both the highly international AI industry and the global reach of AI's effects.

This report examines some key trade-offs in the international governance of civilian AI and describes one approach in detail. Civilian AI is the focus of these efforts since governance of that sector appears both feasible and urgently needed.

We describe an international governance system that can ensure that AI regulation is standardized across participating states. It is composed of three key parts:

[^31]1. A standard setting body codifies requirements for the specific behaviors of domestic AI regulation agencies.
2. A jurisdictional certification body certifies states if they achieve and maintain full compliance with the international standards. This body also provides assistance to states who request support in developing regulatory regimes to implement standards.
3. Domestic laws give force to these certification decisions by requiring that trade in AI goods or precursors be conducted only with certified states.

One key purpose of this group of institutions is to mitigate the most dangerous forms of competition among firms and states. In a competitive environment, a team implementing a safe, controllable, and socially acceptable AI may be preempted by a team that deploys an AI system that lacks one or more of these features. Domestic regulation can mitigate these concerns, as firms within the same jurisdiction will be subject to rules ensuring that a minimum standard is met for all AI products. However, unless similarly restrained, competition among states could lead to a "race to the bottom" on regulatory strength. The governance regime described above addresses this concern. It also ensures that the latest best practices in standards propagate globally and are enforced promptly by domestic authorities. Standards would be set by a competent international body; participating states would abide by the standards in order to trade with each other; all firms in these jurisdictions would face consistent regulatory expectations; and all civilians and states would live in a safer world.

This system is also designed to minimize the potential for the international governance system to serve as a vector for proliferation. Since domestic agencies are responsible for monitoring firms, these agencies can serve as a "firewall" that minimizes the unnecessary or unauthorized flow of information to international authorities. Proliferation will remain a key challenge for the regime, but the overall design of this approach should make it easier to control proliferation compared to more centralized governance approaches.

International standards for civilian AI must evolve if they are to keep pace with the rapidly changing technological frontier. The governance regime described here can be designed to be agile and iterative, perhaps particularly if it is formed-like the International Organization for Standards and the International Accounting Standards Board-with a private or public-private partnership governance structure. The standard setting body can be tasked with regularly revising its regulations, the auditing body can update standards rapidly, and international standards can mandate domestic regulatory approaches that can respond with similar speed. Through these mechanisms, the regime is designed to evolve as it learns from its own prior iterations and keeps pace with a swiftly changing technology.

This international governance approach is broadly similar to those already in place in other industries, including civil aviation and shipping. The success of these analogous governance regimes lends credence to the idea that similar regimes are feasible for civilian AI. Under the ICAO regime, for instance, the number of worldwide civil aviation accidents decreased from 41 in 1944, the year the organization was founded, to 23 in 2019, despite a many
thousandfold increase in passengers carried. ${ }^{142}$ Under the FATF regime, $76 \%$ of countries came into compliance with the FATF's 40 recommendations in 2022 compared to $36 \%$ in 2012. ${ }^{143}$

The international governance of AI may require multiple interacting and even overlapping regimes. Military AI may end up being governed by very different agreements than civilian AI does. Furthermore, regional blocs or clubs of nations may place additional requirements on their firms that go beyond the global standard. The regime described in this report is compatible with many of these alternatives.

These considerations lead to a series of near-term recommendations. States, industry, and civil society should endeavor to develop consensus on minimum regulatory standards for civilian AI. States around the world should be encouraged to create domestic regulatory capacities for AI and use a global summit to initiate a process for setting up an international civilian AI regulatory regime. The summit should be used to develop consensus on milestones for decisionmaking about the regime, and the milestone process should complete within six months of the summit. ${ }^{144}$ A core group of experts and frontier states can manage the milestones process with input from all UN states as well as non-governmental stakeholders, such as relevant NGOs, unions, and consumer groups. At the same time, efforts should be made to build broad public support for the proposed institution. The institution's board should be structured to respect the interests of essential actors and mitigate against the organization being employed for political ends outside of its mandate. It should contain representatives from the technical and civil society AI governance communities, frontier AI states, and non-frontier AI states. Special care will be needed to prevent states from attempting to use a monitoring organization to gain access to frontier lab technologies. ${ }^{145}$

Due to its complexity and potential, advanced AI may be very difficult to govern. Nonetheless, governance tools are available to address this challenge in the civilian domain. While much more work is needed in order to fill out the details, it is already possible to glimpse the outline

[^32]of an interlocking regulatory landscape that can protect global society from the harmful aspects of this extraordinary and unprecedented technology.

## Appendix: AI Product and Precursor Trade Restrictions' Compliance with International Trade Law

Prima facie, import or export controls of AI products and precursors are compatible with international trade law. ${ }^{146}$ The General Agreement on Tariffs and Trade (GATT) and the General Agreement on Trade in Services (GATS) indicate that, as long as actions taken by governments are not an arbitrary or unjustifiable discrimination or a "disguised restriction on international trade, ${ }^{147}$ State Parties can take measures that are necessary to ensure safety and protect life or health, among other grounds. ${ }^{18}$ Furthermore, the GATT, GATS, and the Agreement on Trade-Related Aspects of Intellectual Property Rights (TRIPS) establish security exceptions indicating that nothing in those treaties can be construed to prevent a State Party "from taking any action which it considers necessary for the protection of its essential security interests," including measures taken to comply with their international peace and security obligations under the UN Charter. ${ }^{149}$ Trade restrictions under these exceptions would usually apply to a final product but can arguably also apply to process and production methods. ${ }^{150}$

The measures proposed in this report would also constitute legitimate technical trade barriers. Under the Technical Barriers to Trade Agreement (TBT), countries may enact legal requirements to ensure that imported or exported products comply with national security requirements, to guarantee that they are safe, or to prevent deceptive practices, among other legitimate objectives. ${ }^{151}$ Given the temptation to accord a more favorable treatment to national products or to products from certain countries, the TBT relies heavily on international standards as the

[^33]leading basis for the adoption of technical barriers. ${ }^{152}$ Such international standards could be set by an International AI Organization.

Notably, any trade restrictions applied by states under the model proposed in this paper may need to pass a "necessity test" at the World Trade Organization (WTO). This necessity test takes into account four requirements: ${ }^{153}$

1. The relative importance of the protected public interest(s) pursued by a measure;
2. The contested measure's contribution to the achievement of the objective that is being pursued;
3. The trade restrictiveness of the measure; and
4. A determination of whether, in the light of importance of the interests at issue, a less trade restrictive alternative is "reasonably available."

While WTO panels have not always interpreted these elements consistently, it is safe to assume that, in light of the multiple risks from AI that have been highlighted in this report, the first of the factors listed above would be met. Additionally, the vast importance of protecting people's lives and wellbeing from those risks would weigh heavily in favor of justifying a measure's degree of restrictiveness. Meeting the second and fourth requirements of the necessity test would depend on the specific design of the import and export controls. However, taking into account that controls would be in line with internationally agreed standards, based on a common understanding of the objectives being pursued and the associated costs, it seems likely that controls would meet the necessity test as long as they are effective at mitigating risks from AI.

[^34]
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