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In an ideal world, people would tackle major crises such 
as global climate change as rational actors, weighing 
the costs, benefits and probabilities of success of alterna-
tive policies accurately and impartially. Unfortu-
nately, human brains are far from accurate and 
impartial. Mounting research in experimental psycho-
logy reveals that we are all subject to systematic biases 
in judgement and decision-making. While such biases 
may have been adaptive heuristics that promoted sur-
vival and reproduction in the Pleistocene environment 
of our evolutionary past, in today’s world of techno-
logical sophistication, industrial power and mass  
societies, psychological biases can lead to disasters on 
an unprecedented scale. Beyond the exploding ecologi-
cal and socio-economic research on climate change 
and how to deal with the ‘tragedy of the commons’, it 
is a better understanding of human psychology – ‘the 
tragedy of cognition’ – that may ultimately tip the 
balance against the seeds of our own destruction. 
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Introduction 

THE severe environmental problems facing the planet 
raise challenges for natural and earth sciences, but even 
greater challenges for psychology and the social sciences: 
how do we overcome the individualism, misperceptions, 
and biases that hinder recognition and prevention of envi-
ronmental degradation among global citizens? Obviously, 
some of the difficulties involve the sorts of trade-offs in-
volved in any public–goods conflict, with individuals pit-
ted against the collectives of which they are parts – 
variants of the well-known ‘tragedy of the commons’1–4. 
Beyond this, however, we argue that people’s attitudes to 
the environment can better be explained and predicted – 
over and above any actual facts about environmental 
change – by taking into account the psychological biases 
inherent to the human brain. 
 A growing body of research in experimental psycho-
logy and economics has revealed a number of systematic 
psychological biases – well-established and widely repli-

cated phenomena that are exhibited by mentally healthy 
adults5–9. These biases cause our judgements and deci-
sions to deviate systematically from the predictions of 
‘rational choice theory’ – the notion that people have  
stable preferences, and that they accurately weigh the  
expected costs, benefits and probabilities of alternative 
options, allowing them to select the most efficacious  
solution. Psychological biases have been widely identi-
fied as sources of mistakes, policy failures, and disasters 
in political and economic decision-making, ranging from 
the causes of war, to investment decisions, to the lessons 
people learn from history9–13. Notably, political leaders 
and experts are just as subject to psychological biases as 
lay people, especially when dealing with the cognitive 
demands of fast moving and complex events14–17. For  
example, Irmtraud Gallhofer and Willem Saris found that 
despite at least seven distinct strategies being on the table 
during the 1962 Cuban Missile Crisis, US decision-
makers tended to consider only two at a time18. 
 In this article, we explore the impact of psychological 
biases on preferences, perceptions and reactions to envi-
ronmental change. Do psychological biases lead to syste-
matic misperceptions about environmental change and 
our role in it? What are the likely consequences of such 
biases? What can be done to correct or avoid such biases? 
Building on models developed in political science10,19,20, 
we examine how human preferences, perceptions, and  
reactions to environmental change are influenced by  
human sensory and psychological biases, and how these 
are further exacerbated by biases at the organizational 
and political level. We focus on five of the most important 
psychological biases – positive illusions, cognitive disso-
nance, the fundamental attribution error, prospect theory 
and in-group/out-group bias. 
 The bad news is that all of these psychological biases 
lead people to downplay the probability and danger of 
environmental change, and their role in it, while increas-
ing their perceived incentives to maintain the status quo, 
and to blame problems on others. Discounting plays a 
huge role: people are relatively insensitive to long-term 
and hypothetical dangers such as future environmental 
degradation and climate change, and much more sensitive 
to immediate and concrete personal experience such as 
floods and earthquakes. This converts personal percep-
tions of vulnerability, symbolic events and elite (high-
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ranking political or opinion leaders) and media manipula-
tion into highly significant and non-rational influences on 
people’s attitudes towards the environment. Much effort 
by environmentalists is focused on explaining and dis-
seminating scientific facts. We suggest that the greater 
struggle should be making facts salient to a collection of 
largely uninterested, distracted and biased human brains. 
 The good news is that because psychological biases are 
systematic, not random, it should be possible to identify 
their causes and consequences and tailor political, eco-
nomic, and social policies that channel people’s pre-
ferences away from disaster. 

Psychology and the environment 

Despite significant advances in our understanding of  
human psychology, the human brain rarely attracts much 
attention in debates over environmental politics, nor in-
deed many other political domains9,15,21. In the realm of 
environmental change, the focus of the debate is (rightly) 
on facts, figures and predictions – these are the things we 
need to measure and analyse to assess the state of the  
environment, how it is changing over time, and what 
needs to be done to avert irreversible damage. But an im-
portant perspective missing from this burgeoning  
research area is whether we, as humans with human 
brains, are properly equipped to accurately conceive of 
the threat22,23. Environmental change is largely invisible, 
very long-term, hypothetical, uncertain, and controver-
sial, while efforts to deal with it threaten everyday social 
and economic demands – ‘going green’ constrains our 
time, money, opportunities and desires24. Psychological 
biases – as products of evolution to promote individual 
survival and reproduction – are therefore prone to oppose 
helping the future environment at the expense of the  
immediate self. 
 One reason that the psychological dimension has been 
overlooked is the pervasive dominance of rational-choice 
logic in academic and journalistic reporting. Decades of 
work in psychology has long shown the rational choice 
paradigm to be a poor descriptor of human behaviour. 
Yet, both economics13,25,26 and political science27–29 have 
been loath to discard the clean rational-choice paradigm 
for the messier and more complex reality of human  
nature. This situation is changing, however. The rise in 
recent decades of novel security threats – terrorism,  
ethnic violence, immigration, pandemic diseases, resource 
conflicts and environmental threats – have led to dissatis-
faction with many social science models that previously 
held sway. In their place, there has been a resurgence of 
interest in the key role of human nature9,15,21,30,31. Psycho-
logical approaches not only shed new light on old puzzles 
in politics, economics and sociology, but also suggest 
novel – and sometimes counter-intuitive – policy recom-
mendations22,32. 

 Assessing the role of human nature in environmental 
policy remains both understudied and urgent. A recent 
review of perceptions of climate change found that ‘Soci-
ety at large does not appear to be deeply concerned with 
global warming, and as a result, is not yet acting on the 
ever-more urgent warnings emanating from the science 
and advocacy communities. Despite encouraging signs, 
ignorance, disinterest, apathy and opposition are still 
prevalent’33 (p. 3). As these authors point out, ‘lack of a 
widespread sense of urgency is not the result of people 
not knowing about the issue. It is also not just due to not 
understanding it or lack of information’33 (p. 3–4). In 
fact, over 90% of people are aware of global warming in 
the US – often touted as one of the countries least con-
cerned about the issue, despite churning out 25% of the 
world’s CO2 emissions with 5% of its population34. There 
are also strong majorities in support of global environ-
mental mitigation policies. The puzzle, however, is that 
while people are aware of the problem and many judge it 
to be serious, only around a third of Americans find the 
issue personally concerning. Polls at the turn of the mil-
lennium found that the environment ranked 16th among 
the most important problems facing the country, and 
global warming ranked 12th out of 13 environmental  
issues34. ‘Clearly’, Dilling and Moser conclude, ‘there is 
something in how we communicate climate change that is 
failing to mobilize a wider audience’33 (p. 4). 
 While Dilling and Moser address the problem of how 
to improve the communication of climate change, in this 
article we focus on judgement and decision-making biases 
that remain a problem even if communication is good 
(see Figure 1 for a scheme of the key barriers to effective 
environmental action). While political, economic and  
social change becomes ever more critical, powerful biases 
favour the status quo: (1) Sensory biases shield our atten-
tion from dangers that remain distant or hypothetical; (2) 
Psychological biases entrench familiar, established, or 
psychologically convenient mindsets; (3) Organizational 
biases, bureaucratic processes, and vested interests resist 
changes even if they are wanted or demanded, and (4)  
Political biases provide little incentive for expensive and 
disruptive preparation for uncertain and often invisible 
threats. Each of these four categories of bias, significant 
on their own and especially severe in combination, is  
addressed in turn below. In the worst case scenario, disas-
ters may be ‘required’ before people are willing to bite 
the bullet and enact drastic environmental policies to 
stave off irreversible climate change. 

Sensory biases 

A number of sensory and physiological biases predispose 
us to maintain the status quo, and to avoid expending  
resources on threats outside our direct realm of experi-
ence. Humans have a biological predisposition to react to



SOCIETY AND SCIENCE – INTERDISCIPLINARY EXCHANGES  
 

CURRENT SCIENCE, VOL. 97, NO. 11, 10 DECEMBER 2009 1595

 
 

Figure 1. Knowledge, understanding and information are prerequisites for action on climate change, but even if 
each of these is in place, motivation may fail for two further reasons: (1) poor communication; and/or (2) sensory, 
psychological, organizational, and political biases that undermine effective action. 

 
stimuli that reach our five senses (sight, hearing, taste, 
smell and touch), and not to stimuli that remain beyond 
our personal experience. The machinery of the brain does 
not fully react to something until we detect it in the flesh. 
This is not surprising – our sensory organs, cognitive  
architecture, and mental processing evolved in order to  
respond to real threats and opportunities in our immediate 
local environment, not to abstract, vague, distant or hypo-
thetical threats that happen elsewhere, or to other peo-
ple35–37. Moreover, the time lag between the actions we 
take today and the consequences for the future fails to 
provide direct sensory feedback, and greenhouse gases, 
ozone and deforestation on distant continents are effec-
tively invisible. Of course, our brain does generate  
vicarious emotional reactions to events that we observe 
at-a-distance or that we learn is happening to others, but 
not as powerfully as experiencing them for ourselves38. 
 For example, there is historical evidence that actually 
seeing nuclear tests in the early part of the Cold War had 
a powerful effect on people’s aversion to war and the 
subsequent non-use of nuclear weapons39 (p. 14). Survey 
research shows that Americans see climate change as a 
‘moderate risk that will predominantly impact geographi-
cally and temporally distant peoples and places’34 (p. 44). 
Many western populations generally perceive themselves 
as distant from nature – even in their local environment. 
For example, a recent study of Native Americans and 
European Americans living in the same rural area showed 
that, despite having equivalent knowledge, very different 
‘epistemological orientations’ affected memory organiza-
tion, ecological reasoning and the perceived role of  
humans in nature, all of which led to quite different  
approaches to resource conflicts and science40. ‘Critically’, 
Leiserowitz concluded, ‘most Americans lack vivid, con-
crete, and personally relevant affective images of climate 
change’34 (p. 50). All sorts of salient events can alter the 

perception of safety or danger – floods, wild fires, know-
ing family or friends who are affected, etc. Dramatic 
events may not necessarily be valid indicators of what is 
happening, or what is to come. The point is, however, 
that events can take on a powerful symbolic significance, 
and while they may not in themselves represent evidence 
of a statistical pattern, they nevertheless heavily influence 
people’s perceptions. This is particularly significant for 
climate change, because people commonly confuse the 
concepts of climate and weather41. 
 Also significant is the general principle, across a wide 
range of psychological phenomena, that negative events 
and information are processed more thoroughly and have 
greater impact than positive events, and negative impres-
sions and stereotypes are quicker to form and more resis-
tant to disconfirmation than positive ones42. In terms of 
the overall effects of personal experience, a review by 
Baumeister et al. concluded, ‘bad is stronger than good’. 
In international politics as well, failure, as opposed to 
success, appears to have an intrinsic leverage: ‘People 
learn more from failure than from success – past success 
contributes to policy continuity whereas failure leads to 
policy change’43 (p. 304). This difference may also  
explain why people often do invest in long-term risks and 
opportunities when they are dealing with more positive 
events, such as financial savings, advanced education, or 
property. 
 Finally, issues can be made salient or symbolic via 
elite or media manipulation. There is good evidence that 
the media has a strong influence on people’s perceptions 
of the environment. In a cross-country analysis, for  
example, Allan Mazur found that public perceptions of 
environmental dangers correlated with the quantity of 
news coverage on those topics44. This becomes a problem, 
of course, if the media is biased. Market forces dictate 
that news inevitably stresses some events and downplays 
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others. As the science editor for UK tabloid The Daily 
Mail put it, ‘The problem is that the effects of climate 
change mostly haven’t happened yet . . . Talking about 
what the weather may be like in the 2100s, never mind 
the 3100s, does not sell’45 (p. 20). Consequently, dramatic 
events like Hurricane Katrina dominate the news, while 
less dramatic but more significant harbingers of long-
term environmental change, such as the gradual melting 
of the polar ice sheets, do not capture people’s attention. 
 In summary, we are most likely to react to a threat: (1) 
if it reaches us through first-person experience (rather 
than via newspapers, radio or television) and (2) if it is a 
negative event (such as a disaster) rather than a positive 
one. It may therefore require catastrophes on the scale of 
Hurricane Katrina – unrepresentative of general patterns 
as they maybe – to surmount our sensory barriers,  
acknowledge major new threats, and goad us into action46. 

Psychological biases 

Experimental research in cognitive and motivational psy-
chology reveals a vast array of biases in judgement and 
decision-making, many of which tend to preserve the 
status quo – avoiding change and discouraging us from 
expending resources on threats outside our realm of per-
ception5–9. These biases include: the ‘mere exposure  
effect’ (a preference for things that are more familiar); 
the ‘availability heuristic’ (a tendency to make predic-
tions that are biased by recent experience); the ‘band-
wagon effect’ (a tendency to do or believe the same as 
others); the ‘projection bias’ (a tendency to assume that 
others share similar beliefs to oneself); the ‘false consen-
sus effect’ (a tendency to expect others to agree with one-
self), and ‘discounting bias’ (to prefer immediate over 
long-term rewards). 
 Although all such biases are potentially important for 
environmental change, this article will focus on five  
major biases that are among the most well-established in 
psychology and have been widely applied to explain  
decision-making failures in politics and economics: posi-
tive illusions, cognitive dissonance, the fundamental  
attribution error, prospect theory and in-group/out-group 
bias. Each bias is outlined in Table 1 and its conse-
quences for the environment discussed below. 

Positive illusions 

People tend to have ‘positive illusions’ about their abili-
ties, their control over events, and of the future, all of 
which lead to overconfidence about their vulnerability to 
risk, and therefore to discount the need for change47–50. 
Positive illusions have long been cited as a cause of pol-
icy failure and disasters in politics and economics12,51–54. 
For example, many have argued that biases towards over-
confidence contributed to the outbreak of the First World 

War in 1914 and the Iraq War in 2003 (refs 55–57).  
Nobel laureate Daniel Kahneman recently noted that, of 
all the psychological biases documented over the last 40 
years, all of them tend to favour ‘hawkishness’ – a ten-
dency to exacerbate self-interest and conflict58,59. 
 For the environment, positive illusions mean that peo-
ple are likely to overestimate their ability to avoid or 
cope with environmental degradation, downplay the 
probability of being personally affected by it and overes-
timate their ability to control events even if things go 
badly. As Daniel Goleman put it, despite their vaunted 
advantages at the personal level, positive illusions are 
‘toxic for us as a species . . . We fool ourselves so easily 
about the dangers to our species because our illusions 
work too well. While our emotional and physical well-
being is based in part on artful denial and illusion, the 
state of the world is such that we can no longer afford 
that artifice’60 (p. 190–191). Environmental optimism is 
often inadvertently encouraged by the media practice of 
always presenting two sides to an issue. Irrespective of 
the hefty scientific consensus on climate change, a con-
tradictory view can always be found. Media attention 
may also play a counter-productive role because skeptics 
cite media ‘dramatization’ as evidence that an issue is  
rising only in fashion and not in reality. 
 When are positive illusions more likely? Experimental 
psychologists have found that positive illusions are more 
likely in situations of ambiguity, lack of feedback, and 
threat12,52,61,62. This is a recipe for disaster with environ-
mental issues, because climate predictions, for example, 
are highly ambiguous, feedback will come only over the 
course of decades, and the threat is rising. 
 Harking back to the importance of sensory biases, once 
one is personally involved in a disaster, optimistic illu-
sions can disappear. One study found that Californians’ 
positive illusions about the risk of earthquakes decreased 
significantly after they had actually lived through one63. 
The effect appears to extend to a wide range of threats. 
Yechiel Klar et al.’s study of Israelis living with the 
threat of terrorist attacks found that people maintain posi-
tive illusions as long as threats are ‘hypothetical’ and 
‘psychologically unreal’. But, ‘when the group to which 
people belong is the target of some significant ongoing 
calamity, even when the participants themselves are  
currently not the direct victims, the unreality of the event 
dissolves and optimism (both absolute and comparative) 
decreases or vanishes altogether’64 (p. 216). Disasters 
serve to wake us up to reality. They are very effective at  
doing so but, by definition, the wake up call comes too late. 

Cognitive dissonance 

Contradictory information generates psychological dis-
comfort, and as a result people subconsciously: (1) try to 
make dissonant information fit their existing beliefs and
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Table 1. Five major psychological biases among healthy adults 

Bias Description Promoters References 
 

Positive illusions • Over-estimation of capabilities • Ambiguity 47–50 
 • Illusion of control over events • Lack of feedback 
 • Perceived invulnerability to risk • Threat 

Cognitive dissonance • Dissonant information made to fit • Contradictory information 65, 66 
         preferred beliefs • Commitment to a given policy 
 • Avoidance of situations that increase • Strong preferences 
        dissonance • Ideological motives 
  • Powerful threats to interests 
  • High stakes 

Fundamental • Attribute others’ behaviour to • Observations of others’ behaviour (especially 67, 68 
 attribution error        intentional action       unusual behaviour) 
 • Attribute own behaviour to situational • Poor communication 
         constraints • Distrust 
  • Bad experiences in past interactions 

Prospect theory • Risk-aversion when choosing among • Available options perceived as bad 69, 70 
         potential gains • High apparent costs 
 • Risk-proneness when choosing • Low apparent benefits 
        among potential losses • Feeling cornered 

In-group/out-group bias • In-group seen as favourable • Categorization into groups 72, 73 
         and superior • Perceived inter-group threats 
 • Out-group seen as unfavourable • Low information flow between groups 
        and inferior 

 

(2) actively avoid situations that increase dissonance. The 
phenomenon of ‘cognitive dissonance’ therefore tends to 
select, organize or distort conflicting information so that 
it matches our preferred or pre-existing beliefs65,66. Cog-
nitive dissonance appears to be subtle yet powerful – we 
are often quite unaware that we are passively excluding or 
discounting uncomfortable information from our thoughts. 
 For the environment, cognitive dissonance means that 
people (at least in many Western, developed nations) may 
be unable to reconcile the safety they perceive around 
them in their everyday lives with the images of natural 
disaster they see in the news media or in forecasts for the 
future. Informing people that the lives and locations they 
have come to know will be subject to radical change can-
not be readily visualized and is likely to be rejected or 
distorted as dissonant information. 
 When is cognitive dissonance more likely? Cognitive 
dissonance is likely to increase with several factors  
related to the environment: contradictory information 
(there are always differing opinions as to likely outcomes 
or the best strategies to avoid them), commitment to a 
given policy, strong preferences, ideological motives 
(staunch opinions about environmental issues block alter-
native viewpoints), powerful threats to interests, and high 
stakes (people’s livelihoods, property and prosperity are 
ultimately on the line). 

Fundamental attribution error 

People tend to attribute the behaviour of others to ‘dispo-
sitional’ causes (their characteristics, personality or inten-

tions), while one’s own behaviour is attributed to 
‘situational’ causes (such as limited choices, necessity or 
competing concerns)67,68. 
 For the environment, this means that people are likely 
to perceive the actions of organizations, governments and 
other groups in society as acting in their own interests 
(via raising taxes, imposing carbon limits, free-riding on 
the efforts of others, etc.), while reducing one’s hard-won 
freedoms or prosperity in the process. At the international 
level, members of one nation are likely to perceive their 
own efforts at environmental policy as working against 
numerous difficult constraints, whereas they will perceive 
other nations as shirking environmental policies to get 
ahead, oblivious or dismissive of those other countries’ 
own unique or similar constraints. China, for example, 
gets heavy attention in the US news media for its bur-
geoning consumption rates, but little attention on its envi-
ronmental schemes. 
 When is the fundamental attribution error more likely? 
This bias is likely to be worse when attention is focused 
on others’ behaviour (e.g. during international disputes or 
following disasters), when communication is poor (often 
the norm between different cultures), when distrust is 
high (exaggerating these effects between rivals or ene-
mies) and following bad experiences in past interactions 
(thus perceiving certain nations as incorrigible polluters 
or ‘problem’ states). 

Prospect theory 

When facing uncertain outcomes, people are risk-averse 
when choosing among potential gains (the ‘domain of 
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gains’), but risk-prone when choosing among potential 
losses (the ‘domain of losses’). Thus, people tend to 
gamble more when facing bad choices69,70. 
 For the environment, this means two things. First, in 
general we are arguably now in the domain of losses:  
either we make costly changes to our lifestyles, or we do 
nothing and face the prospect of major environmental 
disasters. Other things being equal, prospect theory pre-
dicts we will be risk-prone in this situation, gambling on 
doing nothing in the hope that things will not be as bad as 
all that. Poor planning for Hurricane Katrina may be an 
example – choosing to avoid costly improvements to 
flood defenses in the hope that they would not be needed. 
 Second, the predictions of prospect theory completely 
depend on the decision-maker’s perception of the relevant 
costs and risks: one study argued that President Bill Clin-
ton saw himself in a domain of losses (because of  
impending environmental costs) while George W. Bush 
saw himself in a domain of gains (because of impending 
economic growth). Consequently, Clinton was considered 
here as risk-prone in pursuing the Kyoto protocol, given 
the inherent uncertainties and costs of the treaty for the 
U.S. economy71. Perceptions thus play a role in whether, 
when, and how Prospect Theory influences environ-
mental policy preferences across different people and cir-
cumstances. 
 When are Prospect Theory preferences more likely? 
Risk-proneness is more likely when the available options 
are bad, or appear bad (ironically, it may be important to 
maintain an element of optimism about change); when 
there are high apparent costs and low apparent benefits 
(so that available options appear worse); and when there 
is a sense of being cornered (in which case escape routes 
appear foreclosed and only bad options loom). 

In-group/out-group bias 

One of the most well established cognitive biases is the 
‘minimal group paradigm’, in which even randomly and 
arbitrarily formed groups show a tendency to evaluate 
one’s own in-group and its members favourably, while 
disparaging out-groups and their members72,73. Social 
identity theory describes this as a process by which group 
members seek self-esteem through favourable compari-
sons with other groups. 
 For the environment, in-group/out-group biases can be 
particularly significant, because effective environmental 
action depends on the cooperation (or at least coordina-
tion) of many different groups and nations1. These efforts 
are easily undermined by perceived injustices, blame 
casting, and scapegoating of the causes and consequences 
of environmental change – all of which are exacerbated 
by in-group/out-group biases. People in country A will 
tend to view their own consumption as deserved, long-
established, and difficult to change, whereas they will 

tend to view consumption in country B as wasteful, un-
necessary and exploitative. Americans often point to 
China as having greater overall CO2 emissions than the 
US, but fail to reconcile this with the fact that the average 
American’s per capita carbon footprint is about four 
times higher74. It is effectively an argument over who 
should have what lifestyle, not over the responsibility for 
emissions per se75. 
 When is the in-group/out-group bias more likely? The 
in-group/out-group bias is more likely when there is 
strong categorization into groups, large actual or per-
ceived inter-group threats and low information flow  
between groups. This is bad news for global efforts to 
contain environmental change, where cultural boundaries 
are vast, a range of security threats feed rivalry and sus-
picion, and understanding and feedback about other  
nation’s problems are low – fertile ground for in-group/ 
out-group biases to prosper. 
 To summarize, the five common psychological biases 
examined above bode ill for environmental protection. 
All of them lead people to downplay the probability and 
danger of environmental change, and their role in it, 
while increasing their perceived incentives to maintain 
the status quo, and to blame problems on others. There 
are interesting interaction effects as well. Positive illu-
sions can make the bad options in Prospect Theory’s  
domain of losses seem all the more worth the risk (going 
for broke and hoping for a miracle). The fundamental at-
tribution error can exacerbate in-group/out-group biases 
by making other groups successes look like chance or 
luck, while one’s own efforts are put down to hard work 
and skill. While any one bias on its own, therefore, may 
lead to significant hurdles in forming, selling and enact-
ing environmental policies, in combination the problems 
are magnified. 
 If this paints a pessimistic picture, the problem is  
larger yet. On top of sensory and psychological biases 
acting on individuals, there are fundamental factors im-
peding political, economic and social change at the level 
of society as a whole. First, change is hard to assess – 
major disasters are rare and the consequences of preemp-
tive strategies are unknown. Second, change brings un-
certainty – if the status quo has worked until now, why 
risk uncertain policy outcomes over familiar ones? Third, 
change entails costs – the reorganization or acquisition of 
extra resources adds weight to the argument to do noth-
ing. Surrounding these three basic factors, a failure to 
change is powerfully exacerbated by biases at the organ-
izational and political levels. These are briefly examined 
in the final two sections. 

Organizational biases 

Numerous organizational and institutional biases predis-
pose us to maintain the status quo, and to avoid expend-
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ing resources on threats outside the realm of established 
conventions. Organizations – large groups of people that 
work towards common goals – are subject to bureaucratic 
inertia, fixed standard operating procedures, vested inter-
ests, competition for promotions, sunk costs, access to the 
elite, and turf wars over budgets and responsibilities. All 
of these phenomena favour a rigid focus on past experi-
ence and successes, and a rigid avoidance of rocking the 
boat to advocate some new and unproven revision of  
policy76–78. An entire literature has built up around this  
‘bureaucratic politics model’ of decision-making – often 
a default explanation for costly or failed policies. Many 
organizational biases derive from characteristics that are 
to some extent intentional: ‘the value of institutions typi-
cally lies in their persistence or “stickiness”, which al-
lows actors to make plans, invest and organize their 
affairs around institutions and, in general, lends certainty 
and predictability to their interactions’79 (p. 5). 
 Often, however, the costs outweigh the benefits. Prior 
to 9/11, for example, the infrastructure, professionals and 
mindsets of the Cold War era still exerted a significant 
legacy in the US intelligence community. There was a 
‘failure of imagination’ – a dearth of lateral thinking or 
fresh ideas – even though the threats of transnational ter-
rorism had long been evident80,81. In addition to the fail-
ures to actually plan for novel threats, Stephen Van Evera 
has laid out reasons why institutions have little incentive 
to self-criticize or even evaluate their own performance in 
the first place77. The entire institutional environment is 
hostile to adaptation: ‘Myths, false propaganda, and 
anachronistic beliefs persist in the absence of strong 
evaluative institutions to test ideas against logic and evi-
dence, weeding out those that fail’77 (p. 163). 
 A further problem with organizations is that the ‘sen-
sors’ – the people with their ears to the ground – are  
disjointed from the decision-making structure (in an  
interesting corollary to the sensory biases noted above). 
Leaders are sometimes the last to know about impending 
(or even actual) disasters. The middle managers or those 
below them are the ones who deal on an everyday basis 
with the outside world and are, therefore, more likely to  
detect novel threats, or to recognize that old methods are 
no longer appropriate. When a minor flaw was found in 
the Pentium Processor in 1994, for example, Intel suf-
fered half a billion dollars damage in less than six weeks. 
The fault caused a rounding error in division once every 
nine billion times, but this tiny flaw quickly became sig-
nificant – the news spread rapidly on the internet and was 
amplified by Intel’s new global prominence and identity. 
According to Intel CEO Andrew Grove, ‘I was one of the 
last to understand the implications of the Pentium crisis. 
It took a barrage of relentless criticism to make me real-
ize that something had changed – and that we needed to 
adapt to the new environment’82 (p. 22). Similar failures 
of problem detection, safety mechanisms and leadership 
are evident in many environmental disasters as well, 

ranging from the Exxon Valdez oil spill to the woefully 
inadequate response to Hurricane Katrina. 

Political biases 

The nature of politics also predisposes us to maintain the 
status quo, and to discount genuinely important threats in 
favour of politically salient ones. There is no reason to 
expect efficient adaptation (or sometimes any adaptation 
at all) to address emerging dangers. Politics provides  
numerous alternative motivations for individual leaders, 
political parties, lobby groups, the media and voters to 
steer policy and incentives in their own preferred direction, 
often to the detriment of adaptation to genuine 
threats20,32,78,83. The reality of politics means that radical 
shifts in policy, especially towards a novel or hypotheti-
cal threat (about which the evidence may be complex, 
uncertain or at least controversial), are often indefensible 
in congress, hard to obtain the necessary budget to initi-
ate or complete, and politically suicidal. There are few 
points to be scored (or as many to lose) in pushing for 
rapid or comprehensive change, or for admitting mis-
takes. As long as the threat is at least four years away, or 
can be blamed on extraneous causes or opposing political 
parties, other concerns are likely to take precedence.  
Because discount rates vary somewhat among individu-
als, there is a risk of a double whammy effect here: a  
political leader with high discount rates operating in an 
already high-discount political environment may be espe-
cially predisposed to downplay environmental problems. 
 Incumbency is an important component of this problem. 
A high turnover of civil servants or politicians allows for 
regular and gradual adaptation to changing circumstances 
over time. By contrast, a low turnover reduces the ability 
and inclination to adapt, gradually bottling up problems 
until the whole system collapses under the pressure of a 
major disaster (like the Federal Emergency Management 
Agency (FEMA), after Hurricane Katrina). In the US 
government, a number of factors operate to empower  
incumbents and entrench particular elites and procedures. 
Disasters maybe particularly effective at bringing down 
an incumbent regime, whose failings – real or perceived – 
often become a central motivation and electoral strategy 
for opposition parties, congressional inquisitions and  
voters84. A recent example is the ousting of 11 years of 
conservative rule in Australia under global-warming 
skeptic Michael Howard, with the new government’s core 
manifesto including ratifying the Kyoto protocol. Not  
coincidentally, the election followed one of the worst 
droughts in the country’s history. 

Conclusions 

Numerous features of human nature and the nature of  
institutions that humans create, limit our ability to detect 



SPECIAL SECTION:  
 

CURRENT SCIENCE, VOL. 97, NO. 11, 10 DECEMBER 2009 1600 

and react appropriately to novel threats. Because these 
features stem from independent sources at different levels 
of analysis (e.g. individual behaviour, organizational  
behaviour, elite decision-making, etc.), they are likely to 
generate a status quo bias across a wide range of circum-
stances. For example, even a forward-looking bureauc-
racy may run up against a reluctant public or a short-
sighted political leadership. To put it bluntly, society 
seems predisposed to preserve the status quo until some-
thing goes wrong. As Dilling and Moser summed it up: 
‘the inherent natural characteristics and deep societal 
roots of climate change stack the deck against the issue 
being recognized as an urgent and actionable problem’33 
(p. 8). 
 We suggest that sensory, psychological, organizational 
and political biases are a powerful influence on people’s 
preferences, perceptions and reactions to environmental 
change. The good news is that because these biases are 
systematic, not random, with known sources of variation, 
it will be possible to identify their causes and conse-
quences and design political, economic and social poli-
cies that channel people’s biases away from disaster. 
 Of course, while everyone is subject to the same biases, 
there are considerable differences in how they are mani-
fested among different types of people. Again, however, 
it is possible to identify systematic patterns afflicting par-
ticular groups. Leiserowitz34 (p. 51), for example, found 
that Americans who perceived climate change as a low or 
non-existent danger tended to be ‘predominantly white, 
male, politically conservative, holding pro-individualism, 
pro-hierarchism, and anti-egalitarian values, anti-environ-
mental attitudes, distrustful of most institutions, highly 
religious, and to rely on radio as their main source of 
news’. ‘Alarmists’, on the other hand, who perceived cli-
mate change as a high or extreme danger, were ‘politi-
cally liberal, strongly supported government policies to 
mitigate climate change (including raising taxes), and 
were significantly more likely to have taken personal  
action to reduce greenhouse gas emissions’34 (p. 53). 
 Several other factors suggest individual variation in 
preferences, perceptions and reactions towards long-term 
environmental change, including: scientific knowledge 
and understanding; training; profession (farmers in water 
scarce Australia, for example, are very concerned about 
global warming); experience; upbringing; socio-economic 
status; ideology; neurological differences in emotional or 
rational thought processing, and genetic factors underly-
ing political preferences85,86. Such factors suggest that we 
should expect considerable variation among individuals. 
However, the broad sensory, psychological, organiza-
tional and political biases outlined above nevertheless 
predict common factors that shift even divergent percep-
tions and preferences in common directions. 
 The interaction between well-established psychological 
biases and such socio-economic, political and personality 
characteristics offers much grist for the mill of future  

research. Experimental psychology offers the opportunity 
to: (1) better explain different groups’ attitudes towards 
the environment; (2) predict how they will respond to  
future scenarios; and (3) tailor policies that channel com-
mon psychological dispositions in advantageous ways. Of 
course, many politicians, lobby groups and advertisers  
already implicitly recognize these human foibles and  
exploit them relentlessly for their own ends. We think it 
could be a powerful weapon for the environmentalist 
agenda as well. 
 What are the prospects for the future? An awareness of 
psychological biases is likely to become increasingly  
important. There is a growing mismatch between our 
psychology – a psychology that evolved to deal with 
small groups of human beings in a very different social 
and physical environment – and the increasingly techno-
logical and globalized world we inhabit. As human inter-
actions are increasingly replaced by human–computer 
interfaces for shopping, working and entertainment, we 
are gradually preventing natural sensory feedback to the 
brain. This means that the causes and consequences of 
our decisions and actions often fail to trigger the appro-
priate human responses. Simply put, we see less and less 
of the results of our actions, even as they have a larger 
and larger impact on the globe. 
 Even winning environmental battles may encourage 
psychological biases to prosper. As Pacala et al. note, 
‘many warnings of environmental scientists will prove to 
have been unfounded, and others will have led to actions 
that prevented or mitigated the predicted dire conse-
quences’87 (p. 1187). This will make it difficult to  
convince people that urgent action was necessary in the 
past and is needed again now. The uncertainty inherent in 
predicting environmental change makes all of these pro-
blems particularly vexing24. Policy makers constantly 
seek simple information that can be transmitted to voters, 
and this wreaks havoc with the cautious predictions in-
herent to scientific research – especially climate science. 
As climate researcher Lenny Smith pointed out recently, 
policy makers ‘think we know much more than we actu-
ally know. We need to be more open about our uncertain-
ties’88 (p. 13). 
 While there is much we don’t know, policy makers and 
environmentalists would be well advised to look beyond 
the hard sought facts and figures of climate change, and 
pay attention as well to the characteristics of human 
brains that will interpret (or misinterpret) this informa-
tion. While research, extensive and reliable data, educa-
tion, communication, and recognition of the ‘tragedy of 
the commons’ are all essential goals, we may also need to 
focus on how to make use of psychology so that people 
will react appropriately to the information they receive – 
however good or bad it may be. Leiserowitz34 (p. 55) sug-
gests that one should emphasize local and immediate ef-
fects of climate change, instead of doomsday predictions 
of a distant future: ‘What is needed now are the concrete 
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details, images and stories of climate impacts – on peo-
ple, places, economies, cultures and ecosystems – to fill 
out the picture, bring the issues to life, and help people 
understand the potential dangers for the rest of the 
world’. Current events are not necessarily caused by cli-
mate change, but they may nevertheless be one of the few 
ways to reliably trigger more urgent responses and break 
down the sensory, psychological, organizational and po-
litical barriers that are so effective at preserving our cozy 
bubble of safety. 
 Where effects are local and serious, people evidently 
have no trouble being as concerned about global warming 
as, say, the US is about Al Qaeda. Low-lying coral atolls 
in the Pacific, for example, are particularly vulnerable to 
sea-level rises. As the Prime Minister of Tuvalu declared 
to the UN General Assembly in 2003: ‘We live in con-
stant fear of the adverse impacts of climate change. For a 
coral atoll nation, sea level rise and more severe weather 
events loom as a growing threat to our entire population. 
The threat is real and serious, and is of no difference to a 
slow and insidious form of terrorism against us’ (www. 
tuvaluislands.com/warming.htm). 
 History suggests that without experiencing direct nega-
tive consequences of our actions (and sometimes even 
with such experience), human societies often wait for 
disasters to occur before adapting to novel threats, 
whether they are disasters of national security, disease, 
starvation, poverty or environmental change19,89. Even 
environmental skeptics, such as the controversial figure 
Bjorn Lomborg, agree with this central problem: ‘We are 
rich enough to solve most of our problems, but if the past 
is anything to go by we certainly would not’90. This does 
not bode well for the future. Even when a threat poses a 
clear and present danger, such as global climate change, 
political actors often do almost nothing to adapt to the 
threat until it is too late. Radical change may only come 
after people are woken up to the danger by enough – or 
big enough – disasters close to home. As a recent New 
Scientist editorial lamented: ‘The world will one day act 
with urgency to curb greenhouse gases: the likely vio-
lence of the atmosphere’s reaction to our emissions makes 
that inevitable. Climate change awaits its 9/11’ (8 July 
2006, p. 3). It seems, perhaps, that we are facing not so 
much a tragedy of the commons, but a tragedy of cogni-
tion. 

Role of the Branco Weiss Fellowship 

Dominic Johnson’s work on the role of evolutionary psy-
chology in political judgement and decision-making is 
generously supported by a Branco Weiss ‘Society in Sci-
ence’ Fellowship. This fellowship has provided an  
extraordinary opportunity to conduct research on the 
boundary between two apparently distant disciplines: 
evolutionary biology and political science. Many political 

scientists – and social scientists in general – are skeptical 
of evolutionary and biological approaches to human  
behaviour, and as such it is both difficult and risky to 
pursue this line of research within the normal framework 
and career structure of mainstream academic depart-
ments. The Branco Weiss Fellowship has allowed Domi-
nic to forge ahead with this inter-disciplinary research 
despite the traditional obstacles. His fellowship project 
can be considered a ‘proof-of-concept’, in which he has 
five years of complete freedom to demonstrate – through 
his research output of articles, books and presentations – 
the usefulness, publishability and real-world applications 
of evolutionary biology to important questions in the po-
litical domain (including cooperation, conflict and war). 
The Fellowship has supported theoretical work develop-
ing novel hypotheses and predictions, empirical research 
projects to test specific hypotheses, and travel to present 
this work at the conferences of widely varying disci-
plines. Without a long-term Branco Weiss Fellowship, 
there is no way that Dominic would have been able to 
pursue his inter-disciplinary research so confidently or  
effectively. 
 
 

1. Ostrom, E., Governing the Commons: The Evolution of Institu-
tions for Collective Action, Cambridge University Press, Cam-
bridge, 1990. 

2. Olson, M., The Logic of Collective Action: Public Goods and the 
Theory of Groups, Harvard University Press, Cambridge, 1965. 

3. Hardin, G., The tragedy of the commons. Science, 1968, 162, 
1243–1248. 

4. Nagendra, H., Pareeth, S. and Ghate, R., People within parks:  
forest villages and fragmentation in the Tadoba–Andhari Tiger  
Reserve, India. Appl. Geogr., 2006, 26, 96–112. 

5. Fiske, S. T. and Taylor, S. E., Social Cognition: From Brains to 
Culture, McGraw-Hill, New York, 2007. 

6. Gilovich, T., Griffin, D. and Kahneman, D. (eds), Heuristics and 
Biases: The Psychology of Intuitive Judgment, Cambridge Univer-
sity Press, Cambridge, 2002. 

7. Kagel, J. H. and Roth, A. E. (eds), The Handbook of Experimental 
Economics, Princeton University Press, Princeton, 1995. 

8. Tetlock, P. E., Social psychology and world politics. In Handbook 
of Social Psychology (eds Gilbert, D., Fiske, S. and Lindzey, G.), 
McGraw Hill, New York, 1998, pp. 868–912. 

9. Sears, D. O., Huddy, L. and Jervis, R., Oxford Handbook of  
Political Psychology, Oxford University Press, Oxford, New 
York, 2003. 

10. Johnson, D. D. P. and Tierney, D. R., Failing to Win: Perceptions 
of Victory and Defeat in International Politics, Harvard University 
Press, Cambridge, 2006. 

11. Jervis, R., Perception and Misperception in International Politics, 
Princeton University Press, Princeton, 1976. 

12. Johnson, D. D. P., Overconfidence and War: The Havoc and Glory 
of Positive Illusions, Harvard University Press, Cambridge, MA, 
2004. 

13. Burnham, T. C., Mean Markets and Lizard Brains: How to Profit 
from the New Science of Irrationality, John Wiley and Sons, New 
York, 2005. 

14. Tetlock, P. E., Expert Political Judgment: How Good Is It? How 
Can We Know? Princeton University Press, Princeton, NJ, 2005. 

15. Rosen, S. P., War and Human Nature, Princeton University Press, 
Princeton, 2004. 



SPECIAL SECTION:  
 

CURRENT SCIENCE, VOL. 97, NO. 11, 10 DECEMBER 2009 1602 

16. McDermott, R., Presidential Leadership, Illness, and Decision 
Making, Cambridge University Press, Cambridge, 2007. 

17. Dorner, D., The Logic of Failure: Recognizing and Avoiding Error 
in Complex Situations, Perseus, Cambridge, MA, 1996. 

18. Gallhofer, I. N. and Saris, W. E., Foreign Policy Decision-
making: A Qualitative and Quantitative Analysis of Political  
Argumentation, Praeger, Westport, CT, 1996. 

19. Johnson, D. D. P. and Madin, E. M. P., Paradigm shifts in security 
strategy: why does it take disasters to trigger change? In Natural 
Security: A Darwinian Approach to a Dangerous World (eds  
Sagarin, R. D. and Taylor, T.), University of California Press, 
Berkeley and Los Angeles, CA, 2008, pp. 209–239. 

20. Baumgartner, F. R. and Jones, B. D., Agendas and Instability in 
American Politics, University of Chicago Press, Chicago, IL, 
1993. 

21. McDermott, R., Political Psychology in International Relations, 
The University of Michigan Press, Ann Arbor, 2004. 

22. Moser, S. C. and Dilling, L., Creating a Climate for Change: 
Communicating Climate Change and Facilitating Social Change, 
Cambridge University Press, Cambridge, New York, 2007. 

23. Nickerson, R. S., Psychology and Environmental Change, Law-
rence Erlbaum, Mahwah, NJ, 2003. 

24. Levin, S., Fragile Dominion: Complexity and the Commons, 
Perseus, 1999. 

25. Thaler, R. H., The Winner’s Curse, Princeton University Press, 
Princeton, 1992. 

26. Nadeau, R. L., The Environmental Endgame: Mainstream Eco-
nomics, Ecological Disaster, and Human Survival, Rutgers Uni-
versity Press, New Brunswick, NJ, 2006. 

27. McDermott, R., The feeling of rationality: the meaning of neuro-
scientific advances for political science. Perspect. Politics, 2004, 
2, 691–706. 

28. Barkow, J. H., Missing the Revolution: Darwinism for Social Sci-
entists, Oxford University Press, Oxford, New York, 2006. 

29. Alford, J. R. and Hibbing, J. R., The origin of politics: an evolu-
tionary theory of political behaviour. Perspect. Politics, 2004, 2, 
707–723. 

30. Toft, M. D., The Geography of Ethnic Conflict: Identity, Interests, 
and the Indivisibility of Territory, Princeton University Press, 
Princeton, NJ, 2003. 

31. Collins, A. (ed.), Contemporary Security Studies, Oxford Univer-
sity Press, Oxford, 2007. 

32. Sagarin, R. D. and Taylor, T. (eds), Natural Security: A Darwin-
ian Approach to a Dangerous World, University of California 
Press, 2008. 

33. Dilling, L. and Moser, S. C., Introduction. In Creating a Climate 
for Change: Communicating Climate Change and Facilitating  
Social Change, Cambridge University Press, Cambridge, New 
York, 2007, pp. 1–27. 

34. Leiserowitz, A., Communicating the risks of global warming: 
American risk perceptions, affective images, and interpretive 
communities. In Creating a Climate for Change: Communicating 
Climate Change and Facilitating Social Change, Cambridge Uni-
versity Press, Cambridge; New York, 2007, pp. 44–63. 

35. Barkow, J. H., Cosmides, L. and Tooby, J. (eds), The Adapted 
Mind: Evolutionary Psychology and the Generation of Culture, 
Oxford University Press, Oxford, 1992. 

36. Pinker, S., The Blank Slate: The Modern Denial of Human Nature, 
Penguin Putnam, 2002. 

37. Wright, R., The Moral Animal: Why We Are, the Way We Are, The 
New Science of Evolutionary Psychology, Random House, New 
York, 1994. 

38. Simonsohn, U. et al., The Tree of Experience in the Forest of  
Information: Overweighing Experienced Relative to Observed  
Information. SSRN Working Paper (available at: http://ssrn.com/ 
abstract=521942), 2006. 

39. Rosen, S. P., After proliferation: what if more states go nuclear. 
Foreign Affairs, 2006, 85, 9–14. 

40. Bang, M., Medin, D. L. and Atran, S., Cultural mosaics and men-
tal models of nature. Proc. Natl. Acad. Sci. USA, 2007, 104, 
13868–13874. 

41. Bostrom, A. and Lashof, D., Weather or climate change? In Creat-
ing a Climate for Change: Communicating Climate Change and 
Facilitating Social Change, Cambridge University Press, Cam-
bridge, New York, 2007, pp. 31–43. 

42. Baumeister, R. F. et al., Bad is stronger than good. Rev. General 
Psychol., 2001, 5, 323–370. 

43. Levy, J. S., Learning and foreign policy: sweeping a conceptual 
minefield. International Organization, 1994, 48, 279–312. 

44. Mazur, A., Risk perception and news coverage across nations. 
Risk Manage., 2006, 8, 149–174. 

45. Hanlon, M., Apocalpyse When? New Scientist, 17 November 
2007, p. 20. 

46. Busenberg, G. J., Agenda setting and policy evolution. In Midwest 
Political Science Association Conference, Chicago, IL, 3–6 April 
2003. 

47. Taylor, S. E., Positive Illusions: Creative Self-Deception and the 
Healthy Mind, Basic Books, New York, 1989. 

48. Nettle, D., Adaptive illusions: Optimism, control and human ra-
tionality. In Emotion, Evolution and Rationality (eds Evans, D. 
and Cruse, P.), Oxford University Press, Oxford, 2004, pp. 193–
208. 

49. Taylor, S. E. and Brown, J. D., Positive illusions and well-being 
revisited: separating fact from fiction. Psychol. Bull., 1994, 116, 
21–27. 

50. Taylor, S. E. and Brown, J. D., Illusion and well-being: a social 
psychological perspective on mental health. Psychol. Bull., 1988, 
103, 193–210. 

51. Johnson, D. D. P. et al., Overconfidence in wargames: experimen-
tal evidence on expectations, aggression, gender and testosterone. 
Proc. R. Soc. London, Ser. B, 2006, 273, 2513–2520. 

52. Wrangham, R., Is military incompetence adaptive? Evol. Hum. 
Behav., 1999, 20, 3–17. 

53. Tuchman, B., The March of Folly: From Troy to Vietnam, Alfred 
A. Knopf, New York, 1984. 

54. Griffin, D. W. and Tversky, A., The weighing of evidence and  
the determinants of confidence. In Heuristics and Biases: The  
Psychology of Intuitive Judgment (eds Gilovich, T., Griffin, D., 
and Kahneman, D.), Cambridge University Press, Cambridge, 
2002, pp. 230–249. 

55. Fallows, J., Blind into Baghdad. The Atlantic Monthly, 2004, 53–
74. 

56. Woodward, B., State of Denial, Simon & Schuster, NY, 2005. 
57. Van Evera, S., Causes of War, Cornell University Press, Ithaca, 

1999. 
58. Shea, C., The power of positive illusions. The Boston Globe, 26 

September 2004. 
59. Kahneman, D. and Renshon, J., Why Hawks Win. Foreign Policy, 

January/February 2006. 
60. Goleman, D. J., What is negative about positive illusions? When 

benefits for the individual harm the collective. J. Soc. Clin. Psy-
chol., 1989, 8, 190–197. 

61. Taylor, S. E. et al., Portrait of the self-enhancer: well adjusted and 
well liked or maladjusted and friendless. Pers. Processes Indivi-
dual Differences, 2003, 84, 165–176. 

62. Taylor, S. E. et al., Maintaining positive illusions in the face of 
negative information: Getting the facts without letting them get to 
you. J. Soc. Clinical Psychol., 1989, 8, 114–129. 

63. Burger, J. and Palmer, M., Changes in and generalization of unre-
alistic optimism following experiences with stressful events: reac-
tions to the 1989 California Earthquake. Pers. Social Psychol. 
Bull., 1992, 18, 39–43. 



SOCIETY AND SCIENCE – INTERDISCIPLINARY EXCHANGES  
 

CURRENT SCIENCE, VOL. 97, NO. 11, 10 DECEMBER 2009 1603

64. Klar, Y., Zakay, D. and Sharvit, K., If I do not get blown up. . . : 
Realism in face of terrorism in an Israeli Nationwide sample. Risk, 
Decision Policy, 2002, 7, 203–219. 

65. Festinger, L., A Theory of Cognitive Dissonance, Stanford Univer-
sity Press, Stanford, 1957. 

66. Cooper, J., Cognitive Dissonance: 50 Years of a Classic Theory, 
Sage, New York, 2007. 

67. Jones, E. E. and Harris, V. A., The attribution of attitudes. J. Exp. 
Soc. Psychol., 1967, 3, 1–24. 

68. Darley, J. M. and Cooper, J., Attribution and Social Interaction: 
The Legacy of Edward E. Jones, American Psychological Associa-
tion, 1998. 

69. McDermott, R., Risk-taking in International Politics: Prospect 
Theory in American Foreign Policy, University of Michigan Press, 
Ann Arbor, 1997. 

70. Kahneman, D. and Tversky, A., Prospect theory: an analysis of 
decisions under risk. Econometrica, 1979, 47, 263–291. 

71. Nelson, H. T., Presidential Leadership: A Prospect Theory Analy-
sis of US Climate Policy under Presidents Clinton and GW Bush. 
In International Studies Association. Hilton Hawaiian Village, 
Honolulu, Hawaii, 2005. 

72. Hewstone, M., Rubin, M. and Willis, H., Intergroup bias. Ann. 
Rev. Psychol., 2002, 53, 575–604. 

73. Tajfel, H., Social identity and intergroup behaviour. Soc. Sci. Inf., 
1974, 13, 65–93. 

74. Pearce, F., Why bother going green? New Scientist, 17 November 
2007, 34–41. 

75. Diamond, J., What’s Your Consumption Factor?, New York 
Times, 2008. p. A19. 

76. Allison, G. and Zelikow, P., Essence of Decision: Explaining the 
Cuban Missile Crisis, Longman, New York, 1999. 

77. Van Evera, S., Why states believe foolish ideas: nonself-
evaluation by states and societies. In Perspectives on Structural 
Realism (ed. Hanami, A. K.), Palgrave Macmillan, New York, 
2003, pp. 163–198. 

78. Baumgartner, F. R. and Jones, B. D., Policy Dynamics, University 
of Chicago Press, Chicago, 2002. 

79. Viola, L. A. and Snidal, D., The Evolutionary Design of Interna-
tional Institutions. Paper presented at the annual meeting of the  
International Studies Association 48th Annual Convention, Hilton 
Chicago, Chicago, IL, 2007. 

80. Simon, S. and Benjamin, D., America and the new terrorism. Sur-
vival, 2000, 42, 59–75. 

81. Rosenau, W., US counterterrorism policy. In How States Fight 
Terrorism: Policy Dynamics in the West (eds Zimmermann, D. 
and Wenger, A.), Lynne Rienner Publishers, Boulder, Colo., 2007, 
pp. 133–154. 

82. Grove, A. S., Only the Paranoid Survive: How to Exploit the Cri-
sis Points that Challenge Every Company, Currency, New York, 
1999. 

83. Entman, R. M., Projections of Power: Framing News, Public 
Opinion, and US Foreign Policy, Chicago University Press, Chi-
cago, 2004. 

84. Achen, C. H. and Bartels, L. M., Blind Retrospection: Electoral 
Responses to Drought, Flu, and Shark Attacks. Paper presented at 
the annual meeting of the American Political Science Association, 
Boston, Massachusetts, 2002. 

85. Alford, J. R., Funk, C. L. and Hibbing, J. R., Are political orienta-
tions genetically transmitted? Am. Polit. Sci. Rev., 2005, 99, 153–
167. 

86. Fowler, J. H., Baker, L. A. and Dawes, C. T., Genetic variation in 
political participation. Am. Polit. Sci. Rev., 2008, 102, 233–248. 

87. Pacala, S. W. et al., False alarm over environmental false alarms. 
Science, 2003, 301, 1187–1188. 

88. Pearce, F., Too late to escape climate disasters? New Scientist, 18 
August 2007, p. 13. 

89. Diamond, J., Collapse: How Societies Choose to Fail or Succeed, 
Penguin, New York, 2005. 

90. Pearce, F., An inconvenient voice (interview with Bjorn Lom-
borg). New Scientist, 27 October 2007, pp. 54–55. 

 

 
 
 
 
 


